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Conference Information
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1. Information from A to Z

AGTC Meeting
The meeting of the “Arbeitsgemeinschaft Theoretische Chemie” (AGTC) will take
place on Monday evening, 18:10 – 18:50, in the Auditorium Maximum (Universitäts-
platz 1).

Airport
The Leipzig–Halle airport (LEJ) is very close to Halle (Saale). It can be reached from
Halle main station with the S5 and S5X trains (direction: Zwickau) in 12 minutes.
These trains go twice an hour.

Book of Abstracts
The book of abstract is included in the conference book (this document), see page 53.
As already practiced at the STC conferences of the last years, we do not offer printed
copies of the conference book. If you would like to have a printed version, we
recommend printing it before your travel to Halle.

Charging Mobile Devices
see Power

Child Care
We offer free child care during the conference (Monday morning until Thursday
noon). If you are interested in our child care program, please contact us at your
earliest convenience.

Coffee Breaks
All coffee breaks (see schedule) take place in the Auditorium Maximum (Universitäts-
platz 1), next to the lecture hall. We offer coffee, tea, softdrinks, and a selection of
cookies in each of the coffee breaks.

Conference Desk
The conference desk is located in the Melanchthonianum (Universitätsplatz 9, room
“Medienraum”), close to the entrance. It will be continuously staffed from 15:00 to
20:00 on Sunday, from 9:00 to 18:00 on Monday till Wednesday, and from 9:00 till
14:00 on Thursday.

Conference Dinner
The conference dinner takes place on Wednesday, 19.09.2018, from 19:00 till 23:00
in the “Dormero Hotel Rotes Ross” (Leipziger Straße 76). You will require your name
badge to enter. The food is for free, and standard drinks (beer, wine, softdrinks) are
free until 22:00. Starting from 22:00, all drinks have to be paid.
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1. Information from A to Z

Excursions
The excursions take place on Wednesday afternoon, starting at 15:00. All excursions
are covered by the conference fee (no additional cost). Sign-in to the excursions is
handled at the conference registration. The number of participants is limited for
some excursions. Please pick one single “excursion ticket” at the conference desk.
For a list of excursions, please see page 16.

Lunch
In your conference bag, you will receive lunch vouchers for Monday till Wednesday.
These are valid in the “Harzmensa” (Harz 41) and include one meal (not including
drinks/desserts) per day.

Medical Service
In case of medical emergencies, please immediately call phone number 112 for first
aid. If you require less urgent medical aid, please contact the conference desk.

Participants
There are 291 participants registered for the STC 2018. You can find a list of partici-
pants on page 37.

Poster Sessions
The poster sessions will take place on Monday and Tuesday evening (19:00 – 22:00)
in the Melanchthonianum (Universitätsplatz 9). We will offer a selection of alcoholic
and non-alcoholic drinks as well as snacks (“belegte Brötchen”) during both poster
sessions. Posters with odd numbers are scheduled for session A on Monday; posters
with even numbers will be presented in session B on Tuesday. Posters should be in
A0 portrait format. Please put your poster to the wall during the afternoon before
the session in which your poster is scheduled. Please take off your poster at latest in
the morning after your session. Posters which are left at the wall at lunch time will
be disposed without further notice.

Poster Slam
We will have a so-called ”poster slam“ directly before each poster session (see sched-
ule), where every presenting author has the chance to advertise his or her poster to
the full audience with a few words. This short presentation will have a length of 60
seconds per participant, and uses one single slide, which had to be handed in before
the conference. 22 persons registered for the poster slam.

Power
For your convenience, we installed power distributor sockets in many different seat
rows within the Audimax, where the lectures take place. Therefore, you will be able
to charge your electronic devices during the talks. If you don’t need electricity, please
do not occupy the places close to the distributor sockets.
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Public Transport
Halle (Saale) is a relatively small city, and the conference venue is located directly in
the city center. Therefore, you will probably not need to use the public transport (e. g.,
walking from the main station to the conference venue takes around 20 minutes).
Otherwise, you should buy an “Einzelfahrkarte” for 2.30e, which is valid for one
hour within the whole city of Halle. Please note that there are frequent ticket controls
in the trams.

Presentations
see Talks

Printing
We do not offer poster printing service for participants of the conference. As the
conference center is located directly in the city center, there are several copy shops
within a few hundred meters of the venue.

Registration
Registration takes place at the conference desk, which is located in the Melanchtho-
nianum (Universitätsplatz 9, room “Medienraum”), close to the entrance. It will be
staffed from 15:00 to 20:00 on Sunday, from 9:00 to 18:00 on Monday till Wednes-
day, and from 9:00 to 14:00 on Thursday.

Restaurants
As the conference center is located directly in the city center, there are plenty of
restaurants within a few hundred meters of the venue. Some restaurants and bars
which are suitable for larger groups of people are marked in the map on page 8.

Schedule
see page 9

Talks
The conference program includes 11 invited talks and 32 contributed talks, which
were selected from over 100 applications. Please understand that we had to reject
even some very promising talks due to the large interest. All talks take place in
the Auditorium Maximum (Universitätsplatz 1). Invited talks are scheduled for 30
minutes talk and 10 minutes discussion (40 minutes in total). Contributed talks are
scheduled for 15 minutes talk and 5 minutes discussion (20 minutes in total). Please
strictly adhere to these maximum times.
Speakers please upload their talks to the presentation computer in the break before
their session. Own laptops may be used if really required (connection via HDMI
only). Audio playback is not possible.
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1. Information from A to Z

Taxi Companies
Below, you find the phone numbers of some local taxi companies (without ranking):
Taxi Halle +49345 525252

Taxi Wienecke +49345 5200022

Taxi Kobsch +49345 5606222

Taxi Peschke +4934602 20754

Taxi Kremmer +49345 5323452

Taxi Banse +49345 5601982

Venue
see page 7

Weather Forecast
The 10-day weather forecast for Halle (Saale) indicates temperatures of above 20 ◦C
and a low probability of precipitation during the conference. Sounds good. Consider
bringing your swimsuit :-)

Welcome Reception
An informal welcome reception will take place on Sunday evening, 18:00 – 20:00, in
the “Stadthaus” (Marktplatz 2). There, we offer sparkling wine, orange juice, and
pretzels to all participants which already have arrived (included in the conference fee).

WLAN
In both the Audimax (where the lectures and coffee breaks take place) and the
Melanchthonianum (where the poster sessions are located) you can use WLAN to
access the internet. You can either use Eduroam or our conference network. For
the latter, connect to the network “event-net”, open your web browser, and enter
user name “stc2018@uni-halle.de” and password “atxt2o3Z”. Please note that the
conference network is not encrypted and should not be used for sensitive data.
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2. Program

2.1. Venue

The conference venue of the STC 2018 is located directly in the city center of Halle (Saale):

• The lectures and coffee breaks will take place in the “Auditorium Maximum”

(“Audimax”, Universitätsplatz 1).

• The registration and poster sessions will take place in the “Melanchthonianum”,

which is directly opposite to the Auditorium Maximum (Universitätsplatz 9, room
“Medienraum”). There, also the conference desk can be found, which is

continuously staffed from 15:00 to 20:00 on Sunday, from 9:00 to 18:00 on Monday

till Wednesday, and from 9:00 till 14:00 on Thursday.

• The informal welcome reception on Sunday evening will take place in the

“Stadthaus Halle” (Marktplatz 2).

• You will receive lunch vouchers for the “Harzmensa”, which is located a few

hundred meters north of the conference venue (Harz 41).

• The conference dinner will be located in the “Dormero Hotel Rotes Ross”

(Leipziger Straße 76).

The map on the next page shows these places. There, also some restaurants and bars which

are suitable for large groups of people are suggested.

You can find an interactive map on our conference homepage (section “Location & Travel”),

where the above locations are highlighted by markers.

https://stc2018.de/
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2. Program
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2.2. Schedule

2.2. Schedule
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2. Program

The author names are links to the list of participants. The contribution numbers and titles
are links to the book of abstracts. Click to jump to the corresponding sections.

Sunday, 16. September 2018

15:00 – 20:00 Registration (Melanchthonianum, Universitätsplatz 9)

18:00 – 20:00 Welcome Reception (Stadthaus, Marktplatz 2)

Monday, 17. September 2018

Session Chair: Daniel Sebastiani

8:50 – 9:00 Opening

9:00 – 9:40 I1 Pavel Jungwirth
Exploring Solvated Electrons by Explosive
as well as Non-Explosive Experiments and
Simulations

9:40 – 10:00 C1
Jan Philipp

Götze

QM/QM Models of a Molecular Mechanism
Controlling Photoprotective Quenching in
Higher Plants

10:00 – 10:20 C2 Mario Wolter
Improved Partitioning of Biomolecules for
Quantum-Chemical Embedding Calculations
Based on Graph Theory

10:20 – 10:50 Coffee Break

Session Chair: Daniel Sebastiani

10:50 – 11:30 I2 Laurence Nafie
Chirality and Electron Transition Current
Density in Molecular Vibrations: VCD and
ROA

11:30 – 11:50 C3 Dominik Sidler
Beyond Rosenfeld Equation: Computation
of Vibrational Circular Dichroism Spectra
for Anisotropic Solutions

11:50 – 12:10 C4
Michael

Springborg
On the Theoretical Optimization of
Properties

12:10 – 13:40 Lunch Break
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2.2. Schedule

Session Chair: Pavel Jungwirth

13:40 – 14:20 I3 Ralf Ludwig

Competing Interactions in Ionic Liquids:
When Cooperative Hydrogen Bonding
Overcomes Coulomb Repulsion Between
Ions of Like Charge

14:20 – 14:40 C5 Hilke Bahmann
Hybrid Exchange Density Functionals
within the Local Range Separation Scheme

14:40 – 15:00 C6 Bernd Hartke
Global Geometry Optimization of Molecular
Assemblies on Surfaces

15:00 – 15:30 Coffee Break

Session Chair: Pavel Jungwirth

15:30 – 16:10 I4
Denis

Andrienko
Molecular Understanding of
Organic-organic Interfaces and Mixtures

16:10 – 16:30 C7 Matti Hellström
Proton Transfer Mechanisms in Basic
Solutions and at the Oxide/Water Interface
Revealed by Neural Networks

16:30 – 16:50 C8 Janine George
Ab Initio Anisotropic Displacement
Parameters of Molecular Crystals

16:50 – 17:10 C9 Ralf Tonner
Strain and Non-covalent Interactions as
Driving Forces for Surface Reactivity

17:10 – 17:40 Coffee Break

17:40 – 18:10 Poster Slam A

18:10 – 18:50 AGTC Meeting

19:00 – 22:00 Poster Session A (odd numbers)

11



2. Program

Tuesday, 18. September 2018

Session Chairs: Leticia González & Christian Ochsenfeld

9:00 – 9:40 Hellmann Award

9:40 – 10:20 Hückel Award

10:20 – 10:50 Coffee Break & “Sekt-Empfang”

Session Chair: Ricardo Mata

10:50 – 11:10 C10 Thomas Jagau
Coupled-Cluster Treatment of Molecular
Strong-Field Ionization

11:10 – 11:30 C11 Peter Pinski

Analytical Gradient for a Pair Natural
Orbital-based Local MP2 Method, and for
Faster Double-hybrid Density Functional
Geometry Optimizations

11:30 – 11:50 C12 Michael Roemelt
On the Importance of Choosing an
Adequate Active Space for Large-Scale
Multireference Calculations

11:50 – 12:10 C13
Stella

Stopkowicz

Closed-shell Paramagnetism Revisited: A
Low-field Effect Due to a Strong-field
Three-state Avoided Crossing

12:10 – 13:40 Lunch Break

Session Chair: Ralf Ludwig

13:40 – 14:20 I5
Marialore

Sulpizi

Water at Interfaces: Structure and
Vibrational Spectroscopy from ab initio
Simulations

14:20 – 14:40 C14 Ganna Gryn’ova
Conceptual Framework of Molecular
Electronics

14:40 – 15:00 C15
Richard

Henchman
Hierarchical Method to Determine the
Entropy of Molecular Systems

15:00 – 15:30 Coffee Break
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2.2. Schedule

Session Chair: Ralf Ludwig

15:30 – 16:10 I6 Michael Thoss Electron Transport in Molecular Junctions

16:10 – 16:30 C16
Jan-Michael

Mewes

Twist and Shine: Organic TADF Emerges
from the Interplay of Non-covalent
Interactions, Triplet-exciton Delocalization,
and Post Franck-Condon Effects

16:30 – 16:50 C17 Wolfgang Quapp Simple Models for Mechanochemistry

16:50 – 17:20 Coffee Break

Session Chair: Daniel Sebastiani

17:20 – 17:40 C18 Jan Wilhelm
Applying Quantum Chemistry to Reactivity
in the Condensed Phase

17:40 – 18:00 C19 Gerd Berghold Digital Finance at Deutsche Bahn AG

18:00 – 18:20 C20 Alfred Blume History of Chemistry in Halle

18:20 – 18:50 Poster Slam B

19:00 – 22:00 Poster Session B (even numbers)

Wednesday, 19. September 2018

Session Chair: Michael Thoss

9:00 – 9:40 I7 Ricardo Mata
Non-covalent Interactions: from Gas Phase
Benchmarks to Communication in Enzymes

9:40 – 10:00 C21
Julia Maria
Westermayr

Neural Networks Trained on Ab-initio Data
for Executing Surface Hopping Molecular
Dynamics

10:00 – 10:20 C22
Christian
Wiebeler

Structural Basis of the Red/Green Spectral
Tuning in the Cyanobacteriochrome Slr1393

10:20 – 10:50 Coffee Break
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2. Program

Session Chair: Michael Thoss

10:50 – 11:30 I8
Rodolphe

Vuilleumier

Vibrational Circular Dichroism Spectra
From First-Principle Molecular Dynamics
Simulations

11:30 – 11:50 C23 Ingo Barth

Non-zero Electron Current Densities for the
Vibrating Hydrogen Molecular Ion in a
Single Electronic Born-Oppenheimer
Ground State

11:50 – 12:10 C24
Hossam

Elgabarty
The Mechanism of Overhauser Dynamie
Nuclear Polarization in Insulating Solids

12:10 – 13:40 Lunch Break

Session Chair: Anna Krylov

13:40 – 14:20 I9 Thomas Kühne
Teaching New Tricks to an Old Dog to
Quantify the Degree of Covalency of
Hydrogen Bonding

14:20 – 14:40 C25
Eike

Caldeweyher

DFT-D4: An Accurate and Generally
Applicable Tight-binding Based Dispersion
Correction for Density Functional Theory

14:40 – 15:00 C26
Thomas

Weymuth
Statistical Analysis of Semiclassical
Dispersion Corrections

15:00 – 19:00 Excursions

19:00 – 23:00 Conference Dinner (Dormero Hotel “Rotes Ross”, Leipziger Straße 76)

Please note:

• You will need your name badge to enter.

• The food is for free.

• Standard drinks (beer, wine, softdrinks) are free from 19:00
to 22:00. Starting from 22:00, all drinks have to be paid.
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2.2. Schedule

Thursday, 20. September 2018

Session Chair: Thomas Kühne

9:00 – 9:40 I10
Gerhard
Hummer

Molecular simulations of lipid membrane
sensing

9:40 – 10:00 C27 Annika Bande
Can You Do More? – Yes! Quantum Dot
Inter-Coulombic Decay with Three Electrons

10:00 – 10:20 C28 David Picconi

Photodynamics and Spectroscopy of
Halogens Embedded in Rare Gas Solids.
Quantum Dynamical Description of the
I2:Kr system

10:20 – 10:50 Coffee Break

Session Chair: Thomas Kühne

10:50 – 11:10 C29 Fabian Pauly
Robust Periodic Fock Exchange with
Atom-centered Gaussian Basis Sets

11:10 – 11:30 C30 Florian Bischoff
The Accurate Computation of Molecular
Properties Using Multiresolution Analysis

11:30 – 11:50 C31 Dorothea Golze
Accurate Core-level Spectra from GW: An
Efficient Approach within a Localized Basis

11:50 – 12:10 C32 Dirk Rehn
Inelastic X-ray scattering amplitudes in the
ADC/ISR framework

12:10 – 12:50 I11 Anna Krylov
Solvent Effects in Core- and Valence-level
Photoionization Spectroscopy

12:50 – 13:10 Closing & Poster Prize
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2. Program

2.3. Excursions

On Wednesday afternoon, we offer the following excursions to participants of our confer-

ence. All of these excursions are fully covered by the conference fee (no additional cost).

The sign-in to the excursions will be managed at the conference desk. Please pick one

single “excursion ticket” at registration time.

• Visit to “Leopoldina”

Founded in 1652, the Leopoldina is the oldest scientific learned society in Germany,

and even the oldest continuously existing national science academy of the world. We

offer a guided tour through the building.

• Visit to “Landesmuseum für Vorgeschichte”

The State Museum of Prehistory in Halle (Saale) is the archaeological museum of

the German state of Saxony–Anhalt. Its collection, comprising more than 15 million

items, is among the most extensive and important in Germany. We offer a guided

tour through the museum.

• Visit to “Franckesche Stiftungen”

The Francke Foundations (Franckesche Stiftungen) were founded in 1695 as a Chris-

tian, social and educational work by August Hermann Francke. Francke Foundations

are today a modern educational cosmos closely connected with their history. The

Francke Foundations are on the German proposal list as a UNESCO World Heritage

Site since 1999. We offer a guided tour through the foundations.

• Guided city tour

Within 2 hours, a good survey of the historical city and the related facts is given.

• Hike along the Saale river with a view over Halle

The hike will have a length of around 5 km, and will lead over a hill directly at

the Saale river, from where you will have a view over Halle. The Hike ends at

the “Peißnitzhaus” (Peißnitzinsel 4), where a picnic at the Saale shore is anticipated

(depending on the weather). Probably you can buy some food and drinks at the

Peißnitzhaus, but it is better to bring your own stuff. It is another 2 km walk from

Peißnitzhaus back to the conference venue.

On our conference homepage, you will find internet links with additional information to

some of these locations (see section “Program” and scroll down to “Excursions”):

https://stc2018.de/
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3. List of Talks / Posters

3.1. List of Invited Talks

The author names are links to the list of participants. The contribution numbers and titles
are links to the book of abstracts. Click to jump to the corresponding sections.
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Cooperative Hydrogen Bonding Overcomes Coulomb
Repulsion Between Ions of Like Charge
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Vibrational Circular Dichroism Spectra From
First-Principle Molecular Dynamics Simulations
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Teaching New Tricks to an Old Dog to Quantify the
Degree of Covalency of Hydrogen Bonding

I10 Hummer, G. Molecular simulations of lipid membrane sensing
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Solvent Effects in Core- and Valence-level
Photoionization Spectroscopy
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3. List of Talks / Posters

3.2. List of Contributed Talks

The author names are links to the list of participants. The contribution numbers and titles
are links to the book of abstracts. Click to jump to the corresponding sections.

C1

Götze, J. P.;
Ostroumov, E. E.;

Reus, M.;
Holzwarth, A. R.

QM/QM Models of a Molecular Mechanism
Controlling Photoprotective Quenching in Higher
Plants

C2
Wolter, M.; Looz, M. V.;

Meyerhenke, H.;
Jacob, C. R.

Improved Partitioning of Biomolecules for
Quantum-Chemical Embedding Calculations Based on
Graph Theory

C3
Sidler, D.; Bleiziffer, P.;

Riniker, S.

Beyond Rosenfeld Equation: Computation of
Vibrational Circular Dichroism Spectra for Anisotropic
Solutions

C4 Springborg, M. On the Theoretical Optimization of Properties

C5
Bahmann, H.;
Klawohn, S.

Hybrid Exchange Density Functionals within the Local
Range Separation Scheme

C6
Hartke, B.; Freibert, A.;

Dieterich, J. M.
Global Geometry Optimization of Molecular
Assemblies on Surfaces

C7
Hellström, M.;

Quaranta, V.; Behler, J.

Proton Transfer Mechanisms in Basic Solutions and at
the Oxide/Water Interface Revealed by Neural
Networks

C8
George, J.; Englert, U.;

Dronskowski, R.
Ab Initio Anisotropic Displacement Parameters of
Molecular Crystals

C9 Tonner, R.; Pecher, L.
Strain and Non-covalent Interactions as Driving
Forces for Surface Reactivity

C10 Jagau, T.
Coupled-Cluster Treatment of Molecular Strong-Field
Ionization

C11 Pinski, P.; Neese, F.
Analytical Gradient for a Pair Natural Orbital-based
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I1

Exploring Solvated Electrons by Explosive as well as Non-Explosive Experiments and 

Simulations  

 

Pavel Jungwirth 

Institute of Organic Chemistry and Biochemistry, Academy of Sciences of the Czech Republic, 

Flemingovo nám. 2, 16610 Prague 6, Czech Republic 

E-mail: pavel.jungwirth@uochb.cas.cz 

 

A dangerous but among school kids all-time favorite experiment demonstrating an explosive 

chemical reaction is throwing a piece of sodium in water. Every high school chemistry teacher knows 

that the explosion is due to release of electrons from the metal to water accompanied by formation of 

steam and molecular hydrogen, which can ignite during this exoergic process. The very same gases 

should, however, separate the reacting metal and water and thus quench the reaction. How come that 

the explosion occurs anyway? Using ultrafast cameras and ab initio as well as force field molecular 

dynamics simulations we have discovered a hitherto unknown primary mechanism of the explosive 

behavior of alkali metals in water. Namely, after migration of electrons from the metal to water the 

former acquires a huge positive charge. Thanks to mutual repulsion of these charges the metal 

undergoes a Coulomb explosion accompanied by ejection of metal spikes into water. This enables 

effective mixing of reactants, which is a necessary condition for the explosion. As an extra bonus, we 

also show how blue solvate electrons formed during this reaction can be observed with a naked eye 

despite their sub-millisecond lifetime in water and how they can be modeled using ab initio molecular 

dynamics simulations. 

 

Mason, P.; Uhlig, F.; Vanek, V.; Buttersack, T.; Bauerecker, S.; Jungwirth, P.: Coulomb Explosion during the 

Early Stages of the Reaction of Alkali Metals with Water. Nature Chemistry, 7, 250 (2015). 

Mason, P.; Buttersack, T.; Bauerecker, S.; Jungwirth, P.: A Non-Exploding Alkali Metal Drop on Water: From 

Blue Solvated Electrons to Bursting Molten Hydroxide. Angewandte Chemie, 55, 13019 (2016). 
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Chirality and Electron Transition Current Density in  

MolecularVibrations: VCD and ROA 

 

Laurence A. Nafie 

Department of Chemistry, Syracuse University, Syracuse New York 13244 USA 

lnafie@syr.edu 

 

Vibrational optical activity (VOA) consists of two major subfields, infrared vibrational 

circular dichroism (VCD) and vibrational Raman optical activity (ROA) [1].   Both ROA and 

VCD were first measured experimentally in the early 1970s and while the theoretical basis of 

ROA can be described within the Born-Oppenheimer (BO), VCD cannot due to the vanishing of 

the electronic contribution to the magnetic-dipole transition moment within a non-degenerate 

electronic ground state (zero angular momentum within a single electronic state in the BO 

approximation) [2]. This problem was resolved conceptually with the complete adiabatic (CA) 

approximation by including the lowest-order correction to the BO approximation, without loss of 

factorization of the molecule wavefunction, which provides correlation between nuclear velocities 

and electron current density [3], whereas the BO approximate provides only correlations between 

nuclear positions and electron probability density.  It was shown that using this nuclear velocity 

perturbation (NVP) formalism [4], electron current density and electron probability density obey 

the usual conservation of electron probability density at any point in the space of a molecule 

[3,4].  Subsequently, electron transition current density (TCD) was defined for vibrational 

transition which allowed visualization of the motion of electron probability density during 

vibrational transitions [5-7].  More recently, the NVP formalism has been applied for the first 

time to the calculation of vibrational circular dichroism (VCD) as an alternative to the established 

magnetic field perturbation (MFP) formalism available in programs from, for example, Gaussian 

09 [8,9].  Examples of vibrational electron TCD will be provided and discussed, as well as 

directions for future applications of the TCD formalism. 

 

1.  L. A. Nafie, Vibrational Optical Activity: Principles and Applications. Wiley, Chichester, 

2011. 

2.  L.A. Nafie and T.B. Freedman, J. Chem. Phys. 78, 7108 (1983). 

3.  L.A. Nafie, J. Chem. Phys. 78, 7950 (1983). 

4.  L.A. Nafie, J. Chem. Phys. 96, 5687 (1992). 

5.  L.A. Nafie, J. Phys. Chem.  101, 7826 (1997). 

6.  T.B. Freedman, M.-L. Shih and L.A. Nafie, J. Am Chem. Soc., 119, 10620 (1997). 

7.  T.B. Freedman, E. Lee and L.A. Nafie, J. Phys. Chem. 104, 3944-3951 (2000). 

8.  A. Scherrer, R. Vuilluemier, D. Sebastiani,  J. Chem. Theory Comput. 9, 5305 (2013). 

9.  A. Scherrer, R. Vuilluemier, D. Sebastiani,. J. Chem. Phys. 2016, 145, 084101. 
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Competing interactions in ionic liquids: When cooperative hydrogen bonding 

overcomes Coulomb repulsion between ions of like charge 

 

Anne Strate, Thomas Niemann, Jan Neumann, Dietmar Paschek, Ralf Ludwig 

 
Physikalische und Theoretische Chemie, Universität Rostock,  

Dr.-Lorenz-Weg 2, 18059 Rostock, Germany  

 

 

“Unlike charges attract, but like charges repel”. This conventional wisdom has been recently 

challenged for ionic liquids (ILs). Here we show that like-charged ions attract each other 

despite the powerful opposing electrostatic forces. In principle, cooperative hydrogen bonding 

between ions of like-charge can overcome the repulsive Coulomb interaction while pushing 

the limits of chemical bonding [1-7]. The key challenge of this solvation phenomenon is to 

establish design principles for the efficient formation of clusters of like-charged ions in ionic 

liquids. For that purpose, we combined weakly coordinating anions with polarizable cations, 

which are all equipped with hydroxyl groups for possible H-bonding. The formation of H-

bonded cationic clusters can be controlled by the interaction strengths of the counterions and 

the delocalization of the positive charge on the cations [3,4]. Strongly interacting anions and 

localized charges on the cations result in hydrogen bonded ions of opposite charge, whereas 

weakly coordinating anions and delocalized charge on the cations lead to the formation of H-

bonded cationic clusters up to cyclic tetramers. If we increase 

the distance between the hydroxyl groups and the positive 

charge centre on the cation we can further support the cationic 

cluster formation. These clusters are observed by bulk infrared 

(FT-IR) and cryogenic vibrational spectroscopy, and 

interpreted by density functional theory (DFT) calculations on 

neutral and ionic clusters [1-7]. The formation of cationic 

clusters is also reflected in the NMR proton chemical shifts 

and in the rotational correlation times of the OH groups. 

Additional molecular dynamics simulations (MD) provide 

information about the lifetimes of the hydrogen bonds in the 

cationic clusters compared to those in the typical ion pairs [7].  

 

[1] A. Knorr, K. Fumino, A.-M. Bonsa, R. Ludwig, Phys. Chem. Chem. Phys. 2015 17, 

30978. 

[2] A. Knorr, R. Ludwig, Sci. Rep. 2015, 5, 17505. 

[3] A. Knorr, P. Stange, K. Fumino, F. Weinhold, R. Ludwig, ChemPhysChem 2016, 17, 

458. 

[4] A. Strate, T. Niemann, D. Michalik, R. Ludwig, Angew. Chem. Int. Ed. 2017, 56, 496. 

[5] A. Strate, T. Niemann, R. Ludwig, Phys. Chem. Chem. Phys. 2017, 19, 18854. 

[6] F. Menges, H. Zeng, P. Kelleher, O. Gorlova, M. Johnson, T. Niemann, A. Strate, R. 

Ludwig, J. Phys. Chem. Lett. 2018, 9, 2979. 

[7] A. Strate, J. Neumann, V. Overbeck, A.-M. Bonsa, D. Michalik, D. Paschek, R. Ludwig, 

J. Chem. Phys. 2018, 148, 193843. 
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Molecular understanding of organic-organic interfaces and mixtures 

 

Denis Andrienko 

 

Max Planck Institute for Polymer Research 

 
We show how inclusion of mesoscale order resolves the controversy between experimental 

and theoretical results for the energy-level profile and alignment in a variety of photovoltaic 

systems, with direct experimental validation [1,2]. We explain how this order and interfacial 

roughness generate electrostatic forces that drive charge separation and prevent carrier 

trapping across a donor-acceptor interface [2].  

Comparing several of small-molecule donor-fullerene combinations, we illustrate how tuning 

of molecular orientation and interfacial mixing leads to a trade-off between photovoltaic gap 

and charge-splitting and detrapping forces, with consequences for the design of efficient 

photovoltaic devices. By accounting for long-range mesoscale fields, we obtain the ionization 

energies in both crystalline [3] and mesoscopically amorphous systems with high accuracy 

[4]. 

 

[1] C. Poelking, M. Tietze, C. Elschner, S. Olthof, D. Hertel, B.  

Baumeier, F. Wuerthner, K. Meerholz, K. Leo, D. Andrienko, Nature  

Materials, 14, 434, 2015 

 

[2] C. Poelking, D. Andrienko, J. Am. Chem. Soc., 137, 6320, 2015 

 

[3] M. Schwarze, W. Tress, B. Beyer, F. Gao, R. Scholz, C. Poelking, K.  

Ortstein, A. A. Guenther, D. Kasemann, D. Andrienko, K. Leo, Science,  

352, 1446, 2016 

 

[4] C. Poelking, D. Andrienko J. Chem. Theory Comput., 12, 4516, 2016 
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Water at interfaces:  

structure and vibrational spectroscopy from ab initio simulations  

 

Marialore Sulpizi
1 

 
1
Physics Department /Johannes Gutenberg University Mainz, Staudingerweg 7, 55009 Mainz, 

Germany 

 

 

Water in contact with a solid surface may have properties substantially different from bulk ones, 

depending on the surface hydrophobicity/hydrophilicity, as well as on the surface charge. In this 

talk I will present a combined simulation and experimental approach aiming to understand 

structural and dynamical properties of water at the interface with calcium/fluorite over a wide 

range of pH conditions [1]. Density functional theory (DFT) -based molecular dynamics 

simulations can be used to compute phase-resolved Sum Frequency Generation (SFG) spectra 

[1,2] and to provide a molecular interpretation of the experimental spectra and a microscopic 

description of the interfaces. In a second part of the talk, I will present our approach to understand 

vibrational energy relaxation at interfaces using non-equilibrium molecular dynamics simulations 

and suitable descriptors based on projected vibrational density of states [3]. The data from the 

simulation permits to interpret experimental pump-probe SFG spectra. We find that the energy 

relaxation, mostly mediated by an OH-OH stretching coupling, is highly heterogenous and 

strongly depends on the environment, where a strong hydrogen bond network can transport energy 

with a timescale of 200 fs, whereas a weaker network can slow down the transport of a factor 2-3. 

Differences between interfacial and bulk water relaxation will be discussed. 

 

 

[1] R. Khatib, E. H. G. Backus, M. Bonn, M.-J. Perez-Haro, M.-P. Gaigeot and M. Sulpizi Scie. 

Rep. 2016, 6, 24287. 

[2] R. Khatib and M. Sulpizi J. Phys. Chem. Letters 2017 DOI:10.1021/acs.jpclett.7b00207. 

[3] D. Lesnicki and M. Sulpizi J. Phys. Chem. B, Article ASAP DOI: 10.1021/acs.jpcb.8b04159. 
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Electron transport in molecular junctions 

 

Michael Thoss 

 
Institute of Physics, University of Freiburg,                                                                  

Hermann-Herder-Str. 3, 79104 Freiburg, Germany 

 

 

Molecular junctions, i.e. single molecules bound to metal or semiconductor electrodes, 

represent a versatile architecture to investigate molecules in a distinct nonequilibrium 

situation and, in a broader context, to study basic mechanisms of charge and energy transport 

at the nanoscale. The accurate theoretical treatment of electron transport in molecular 

junctions is challenging because it requires methods that are capable to describe the electronic 

structure and dynamics of molecules in a condensed phase environment out of equilibrium 

[1]. The combination of density functional theory (DFT) and nonequilibrium Green’s function 

(NEGF) transport methods provides an established framework for cases, where electronic-

vibrational interaction can be either neglected or treated perturbatively [2]. In this talk, 

methods are discussed, which allow the accurate treatment of electron transport in models 

with stronger electronic-vibrational interaction, including the multilayer multiconfiguration 

time-dependent Hartree (ML-MCTDH) method [3,4] and the hierarchical quantum master 

equation (HQME) approach [5]. Moreover, the combination of the ML-MCTDH method with 

reduced density matrix theory is outlined [6]. The performance of the methods is discussed 

for typical models of molecular junctions, with a focus on vibrational nonequilibrium effects.  

 

 

 

[1] M. Thoss, F. Evers, J. Chem. Phys. 2018, 148, 030901. 

[2] T. Frederiksen, M. Paulsson, M. Brandbyge, A.-P. Jauho, Phys. Rev. B 2007, 75, 205413. 

[3] H. Wang, I. Pshenichnyuk, R. Härtle, M. Thoss, J. Chem. Phys. 2011, 135, 244506. 

[4] H.Wang, J. Phys. Chem. A 2015, 119, 7951. 

[5] C. Schinabeck, A. Erpenbeck, R. Härtle, M. Thoss, Phys. Rev. B 2016, 94, 201407(R). 

[6] E. Wilner, H. Wang, G. Cohen, M. Thoss, E. Rabani, Phys. Rev. B 2015, 92, 195143. 
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Non-covalent interactions: from gas phase benchmarks to communication in 
enzymes 

 
Ricardo A. Mata1 

 
1Institut für Physikalische Chemie, Georg-August-Universität Göttingen, Tammannstr. 6, 

37083 Göttingen 
 
 

 

With the availability of high resolution structural data, as well as through advances in time-
resolved spectroscopy and computational methods, our understanding of enzymes has 
improved enormously over the last few years. Still, for the most part, we lack a global vision 
of the processes occurring in these complex systems. We might be able to draw up a mechanism 
for a chemical reaction occurring at an active site, but we then struggle finding the relation to 
large amplitude motions the enzyme effects, pH changes, specificities in the substrate or 
allosteric communication, only to name a few. How do all these factors come together? In this 
talk, the focus will be on the role of hydrogen bonds, one of the most important threads running 
through the canvas of enzymatic catalysis. Hydrogen bonds are able to establish long-lived 
channels of communication, which are often overseen due to our choice of simulation methods. 
Some recent studies carried out at our group include one of the record setters for catalysis, the 
human orotidine-5’-monophosphate decarboxylase, and ThDP-dependent[1] enzymes such as 
a transketolase and a pyruvate oxidase, whereby the cofactor is largely controlled through the 
surrounding hydrogen bond network. Our findings highlight the need for more accurate and 
encompassing descriptions (e.g., allowing for proton transfer events in the environment). 
 
Focusing on the issue of accuracy, recent efforts for establishing highly accurate benchmark 
data for non-covalent interactions will also be detailed[2,3]. The latter build the basis for our 
studies in biomolecules, dealing with the question of competition between different forces (e.g., 
steric repulsion vs dispersion). Such balances are determining, for example, when dealing with 
chirality recognition. 
 
 
       [1] Paulikat, M., Wchsler C., Tittmann K. and Mata R. A. Feynman, R. P. Biochemistry 
2017, 56, 1854. 
       [2] Mata, R. A. and Suhm, M. A. Angew. Chem. Int. Ed. 2017, 56, 11011. 
       [3] Gottschalk, H. C. et al. J. Chem. Phys. 2018, 148, 014301. 
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Vibrational Circular Dichroism Spectra From First-Principle Molecular
Dynamics Simulations

Rodolphe Vuilleumier1, Arne Scherrer1, 2, Sascha Jähnigen2, Daniel Sebastiani2

1PASTEUR, Département de chimie, École normale supérieure, PSL University, Sorbonne
Université, CNRS, 75005 Paris, France

2Chemistry Department, MLU Halle-Wittenberg, 06120 Halle (Saale), Germany

Vibrational circular dichroism (VCD) is the extension of circular dichroism (CD) spectroscopy
to infrared wavelengths. The identification of absolute configurations with VCD is facilitated
with respect to electronic CD because of the many absorption lines available. This makes VCD
a sensitive analysis tool for the pharmaceutical industry. VCD can also probe efficiently interac-
tions with the environment, such as hydrogen bonds with the solvent, and the conformation of
flexible molecules. It is then desirable to push current theories to the study of VCD for fluxional
molecules and condensed phases.
For this purpose, we have developed a method to compute VCD spectra from first-principle
molecular dynamics simulations. The VCD spectrum is expressed as the Fourier transform of
the time-correlation function of the dipole and magnetic moments. The electronic contribution
to the magnetic moment however is identically zero in the Born-Oppenheimer approximation
and is thus intrinsically non-adiabatic. We have developed a Nuclear Velocity Perturbation
Theory (NVPT) based on the work from Nafie[1] for including perturbatively non-adiabatic
effects. This allows for the evaluation of electronic currents induced by the nuclear motion,
from which the magnetic moment is obtained in a proper gauge[2].
After describing the method and its implementation in the CPMD code, we will present some
recent illustrations both in the liquid phase[2, 3] and in a crystal[4]. In particular we will discuss
how coupled vibrational motions lead to chirality transfer from a chiral solute to an achiral
solvent[2] and to VCD enhancement in L-alanin crystal, arising from the chiral arrangement
of the L-alanine molecules[4]. Furthermore, we will discuss how NVPT can describe other
non-adiabatic effects[5].

[1] L. A. Nafie, The Journal of Chemical Physics 1992, 96, 5687–5702.

[2] A. Scherrer, R. Vuilleumier, D. Sebastiani, The Journal of Chemical Physics 2016, 145,
084101.

[3] K. L. Barbu-Debus, A. Scherrer, A. Bouchet, D. Sebastiani, R. Vuilleumier, A. Zehnacker,
Phys. Chem. Chem. Phys. 2018, 20, 14635–14646.

[4] S. Jähnigen, A. Scherrer, R. Vuilleumier, D. Sebastiani, Angewandte Chemie International
Edition 2018, DOI 10.1002/anie.201805671.

[5] A. Scherrer, F. Agostini, D. Sebastiani, E. Gross, R. Vuilleumier, Phys. Rev. X 2017, 7,
031035.
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Teaching new tricks to an old dog to quantify
the degree of covalency of hydrogen bonding

Thomas D. Kühne1,2

1Dynamics of Condensed Matter, Chair of Theoretical Chemistry, University of Paderborn,
Warburger Str. 100, D-33098 Paderborn, Germany

2Paderborn Center for Parallel Computing and Center for Sustainable Systems Design,
University of Paderborn, Warburger Str. 100, D-33098 Paderborn, Germany

A new energy decomposition analysis method for periodic systems based on absolutely localized
molecular orbitals is presented [1]. In combination with an accurate and efficient technique to
compute nuclear quantum effects and the previously developed second generation Car-Parrinello
molecular dynamics approach [2, 3], this not only allows for quantum molecular dynamics
simulations on previously inaccessible length and time scales, but also provide unprecedented
insights into the nature of hydrogen bonding between water molecules. The effectiveness of this
new combined approach is demonstrated on liquid water, ice and the water/air interface [4]. Our
simulations reveal that although a water molecule forms, on average, two strong donor and two
strong acceptor bonds, there is a significant asymmetry in the energy of these contacts [5]. We
demonstrate that this asymmetry is a result of small instantaneous distortions of hydrogen bonds
and show that the distinct features of vibrational and X-ray absorption spectra originate from
molecules with high instantaneous asymmetry [6, 7]. Moreover, we found a striking correlation
between the covalency of a hydrogen bond and the anisotropy of the proton magnetic shielding
tensor, which enables to experimentally determine the strength and charge transfer of hydrogen
bonding by NMR [8].

[1] R. Z. Khaliullin and T. D. Kühne, Phys. Chem. Chem. Phys. 15, 15746 (2013).

[2] T. D. Kühne and M. Krack and F. Mohamed and M. Parrinello, Phys. Rev. Lett. 98,
066401 (2007).

[3] C. John and T. Spura and S. Habershon and T. D. Kühne, PRE 93, 043305 (2016).

[4] J. Kessler and H. Elgabarty and T. Spura and K. Karhan and P. Partovi-Azar and T. D.
Kühne, J. Phys. Chem. B 119, 10079 (2015).

[5] T. D. Kühne and R. Z. Khaliullin, Nature Comm. 4, 1450 (2013).

[6] R. Z. Khaliullin and T. D. Kühne, J. Am. Chem. Soc. 136, 3395 (2014).

[7] C. Zhang and R. Z. Khaliullin and D. Bovi and L. Guidoni and T. D. Kühne, J. Chem.
Phys. Lett. 4, 3245 (2013).

[8] H. Elgabarty and R. Z. Khaliullin and T. D. Kühne, Nature Commun. 6, 8318 (2015).
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Molecular simulations of lipid membrane sensing 

Gerhard Hummer
1,2 

1
Department of Theoretical Biophysics Max Planck Institute of Biophysics, 60438 

Frankfurt am Main, Germany 
2
Institute of Biophysics, Goethe University Frankfurt, 60438 Frankfurt am Main, Germany 

 

Living cells need to exert tight control over their lipid membranes to maintain their internal 

structure, to guard their outside boundary, to establish potential and concentration 

gradients as their energy source, and to transmit signals between their compartments and to 

the outside. As a consequence, elaborate machineries have evolved that allow cells to sense 

and regulate both shapes and physical characteristics of their lipid membranes. In my talk I 

will give an overview of the physics and chemistry used by these machineries, as identified 

by molecular dynamics simulations combined with experiments. Remarkably, a range of 

distinct non-covalent interactions play critical roles in membrane sensing in order to probe 

the packing, order, charge, and specific chemistries of the membranes.  
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Solvent effects in core- and valence-level photoionization spectroscopy 

Anna I. Krylov 

Department of Chemistry, University of Southern California, Los Angeles California 90089 

Understanding how solvent affects the electronic properties of solutes is of paramount 

importance for chemistry. Particularly important are local solvent structure around solvated 

molecules and the changes in the shapes and energies of solute’s orbitals induced by the 

interactions with the solvent. Experimentally these properties can be probed by various types of 

photoelectron spectroscopies combined with the theoretical modeling. This lecture will outline 

challenges for theoretical modeling of bulk photoionization spectra, describe recent progress in 

first-principle modeling of valence and core-level spectra,  and present illustrative results. The 

examples  include core and valence spectra of aminoacids and photoelectron angular 

distributions of bulk water.  
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QM/QM  models  of  a  molecular  mechanism  controlling  photoprotective 
quenching in higher plants

Jan P. Götze1, Evgeny E. Ostroumov2,3, Michael Reus2 and Alfred R. Holzwarth2

1Physikalische und Theoretische Chemie/Institut für Chemie und Biochemie, Freie Universität  
Berlin, Takustr. 3, 14195 Berlin, Germany
2Max-Planck-Institut für chemische Energiekonversion, Stiftstr. 34-36, 45470 Mülheim an der  
Ruhr, Germany
3Quantum Matter Institute, University of British Columbia, Vancouver, British Columbia V6T 
1Z1, Canada

Plants need to safely quench surplus excitation energy from their photosynthetic antennae 
under excess light conditions to prevent photochemical damage, a process known as non-
photochemical  quenching  (NPQ).  The  mechanisms  proposed  for  NPQ in  the  major  light 
harvesting complex II (LHCII) so far are based on the involvement of quenching compounds 
such as carotenoids although clear spectroscopic evidence supporting such mechanisms is 
lacking1.
Based on earlier experiments 2-4 we further characterized several far-red emitting chlorophyll 
states  that  are  active  under  different  crystallization  or  aggregation  conditions,  while  not  
present in the unquenched trimeric LHCII. By combining the results of ultrafast fluorescence 
experiments with long-range corrected density functional theory calculations in an ONIOM 
scheme, we were able to find that these states originate from a triad of chloropyhll molecules,  
which are extremely sensitive to the local charge distribution. Nearby amino acids were found 
to act as switches, static charges and sensors.
We thus  propose  an  NPQ mechanism based  on  the  reprotonation  of  an  amino  acid  pair 
(Glu175/Lys179) located at the surface of the major light harvesting complex II (LHCII). This 
pair is conserved throughout the different varieties of LHCII variants and is located at the  
threshold between membrane and solvent.  We propose its  role to be the “gatekeeper” for 
another reprotonation event  which leads to the formation of Chl-Chl charge transfer (CT) 
states.  These CT states provide the dissipative channel to remove excess energy form the 
system, without the need for any further supporting compounds. We suggest that the CT state 
formation is controlled via interaction with the amino acid pair.

       [1] Chmeliov, J.; Bricker, W. P.; Lo, C.; Jouin, E.; Valkunas, L.; Ruban, A. V.; Duffy, C.  
D. Phys. Chem. Chem. Phys. 2015, 17, 15857-15867.
       [2] Kell, A.; Feng, X.; Lin, C.; Reus, M.; Holzwarth, A. R.; Jankowiak, R. J. Phys. Chem.  
B 2014, 118, 6086-6091.
       [3] Holzwarth, A. R.; Milosalvina, Y.; Nilkens, M.; Jahns, P. Chem. Phys. Lett. 2009, 438, 
262-267.
       [4] Milosalvina, Y.; Wehner, A.; Wientjes, E.; Reus, M.; Lambrev, P.; Garab, G.; Croce, 
R.; Holzwarth, A. R. FEBS Lett. 2008, 582, 3625-3631.
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Improved partitioning of biomolecules for quantum-chemical embedding
calculations based on graph theory

Mario Wolter1, Moritz von Looz2, Henning Meyerhenke2, Christoph R. Jacob1

1TU Braunschweig, Institute of Physical and Theoretical Chemistry,
Gaußstr. 17, 38106 Braunschweig, Germany

2University of Cologne, Institute of Computer Science,
Albertus-Magnus-Platz, 50923 Cologne, Germany

Quantum-chemical subsystem methods [1] allow for the efficient calculations of local molecular
properties, such as local excitation energies in biomolecular systems. To this end, the system
is partitioned into a subsystem of interest (e.g., the chromophore) and its environment. This
environment is usually further partitioned into smaller fragments [2]. For protein environments,
a partitioning into fragments containing a fixed number of amino acids has so far been em-
ployed [3].
Here, we employ methods from graph theory to determine the partitioning of protein environ-
ments for quantum-chemical embedding calculations of local molecular properties. The main
challenge is to map the protein structure onto a graph in which the nodes are the amino acid
residues connected by edges. Depending on the strength of interaction and distance to the sub-
system of interest, weights are assigned to the edges. These have to be chosen in a way that
they estimate the error in the property of interest that is expected when assigning its two nodes
to different subsystems. To obtain these weights, we employed DFT calculations for all pairs of
amino acids in small proteins. Based on these graphs, we use heuristics and cut-offs for larger
protein test cases where the direct calculation becomes computationally infeasible [4].
We then apply graph partitioning algorithms for partitioning the protein graphs into blocks with
the low cut weights, i.e., the partitioning for which the estimated error in the local molecular
property is low for a given number of fragments. Established graph partitioning tools had to be
modified to be applied directly to such protein graphs, as some additional constraints had to be
introduced due to chemical idiosyncracies [5].

[1] A. S. P. Gomes, Ch. R. Jacob, Ann. Rep. Prog. Chem. C, 108, 222 (2012).

[2] Ch. R. Jacob, L. Visscher, J. Chem. Phys. 128, 155102 (2008).

[3] A. Goez, Ch. R. Jacob, J. Neugebauer, Comput. Theor. Chem. 1040–1041, 34–359
(2014).

[4] M. Wolter, M. von Looz, H. Meyerhenke, Ch. R. Jacob, to be submitted (2018)

[5] M. von Looz, M. Wolter, Ch. R. Jacob, H. Meyerhenke, Experimental Algorithms. SEA
2016. Lecture Notes in Computer Science, 9685, 353–368. Springer, Cham (2016)
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Beyond Rosenfeld Equation: Computation of Vibrational Circular Dichroism
Spectra for Anisotropic Solutions

Dominik Sidler1, Patrick Bleiziffer1, Sereina Riniker1

1Laboratory of Physical Chemistry, ETH Zürich, Vladimir-Prelog-Weg 2, 8093 Zürich,
Switzerland

The fundamental theory behind absorption of circularly polarised light by enantiomeric pairs
of chiral molecules can be described by the Rosenfeld equation [1] for randomly oriented sam-
ples. It describes the difference in absorption belonging to a vibrational or electronic transition
between two states. Despite the simple form of the Rosenfeld equation, its evaluation in the
infrared regime remained challenging as the contribution from the magnetic dipole operator is
zero within the Born-Oppenheimer (BO) approximation for non-degenerated singlet electronic
ground states [2]. In order to resolve this issue, “beyond BO” theories were developed [3, 4, 5],
from which Stephen’s magnetic field perturbation (MFP) approach offers a computationally eas-
ily accessible form [4]. It allows to evaluate the magnetic dipole transition moments of isotropic
vibrational circular dichroism (VCD) efficiently, depending solely on an accurate description of
the electronic ground state. Similar to Rosenfeld, Gō derived an expression of the rotational
strength valid for a cylindrical symmetric solution [6]. Due to the mathematical similarity, we
show that Stephen’s MFP theory can be adjusted to calculate rotational strengths valid for Gō’s
equation. Our calculations found that VCD spectra of anisotropic solutions deviate substantially
from isotropic solutions. Moreover, since spherical symmetry is broken, Gō’s equation offers
additional structural information, which potentially provides a basis for future developments, in
order to improve the reliability of absolute stereochemistry assignment from VCD experiments.

[1] Rosenfeld, L. Z Physik 1929, 52, 161.

[2] Magyarfalvi, G., Tarczay, G. and Vass, E. Wiley Interdisciplinary Reviews: Computa-
tional Molecular Science 2011, 1, 403.

[3] Nafie, L. A. and Freedman, T. B. J. Chem. Phys. 1983, 78, 7108.

[4] Stephens, P. J. J. Chem. Phys. 1985, 89, 748.

[5] Buckingham, A. D., Fowler, P.W. and Galwas, P.A. Chem. Phys. 1987, 112, 1.

[6] Gō, N. J. Chem. Phys. 1965, 43, 1275.
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On the Theoretical Optimization of Properties 
 

Michael Springborg 
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Tianjin University, Tianjin, 300072, China 

 

 

During the last few decades, theoretical calculations have become of increasing importance in 
providing supporting and complementary information to what is provided by experiment. On 
the one side, such studies can help in the interpretation of experimental results and, on the other 
side, through such calculations a first screening of systems can be carried through, ultimately 
allowing for reducing the synthetic work in the lab. In all those cases, the conventional approach 
is to start with a realistic structure for the system of interest whose stoichiometry is known, 
subsequently let the system relax to a close structure of a local total-energy minimum, and 
finally for this calculate the properties of interest.  

The situation is different when essentially nothing is known about the structure of the system 
of interest. This is, e.g., the case for clusters and nanoparticles. For such systems, specialized 
theoretical methods that aim at identifying the global total-energy minima have to be applied. 
Another challenge is to identify molecular systems with optimal properties without specifying 
the stoichiometry. 

In the present contribution we shall at first demonstrate how methods based on genetic 
algorithms can be used in optimizing the structure of nanoparticles. Subsequently, related 
methods will be used in identifying molecular systems with optimal properties, whereby at first, 
as a playground system, mixed Ge-Si clusters with 
optimal properties in solar-energy harvesting shall 
be identified. Subsequently, modified benzene 
molecules shall be treated. The purpose of this 
method, PooMa, is to provide useful information 
for experiments about interesting systems with 
predefined properties. It is based on many 
approximations and is not aimed at providing exact 
information on any detail. PooMa is developed as 
a simple, efficient method that does not rely on 
heavy computations or results from, e.g., high-
throughput studies. 

 
PooMa:  

M. Springborg, S. Kohaut, Y. Dong, and K. Huwig: Mixed Si-Ge clusters, solar-energy 
harvesting, and inverse-design methods, Comp. Theo. Chem. 1107 (2017) 14-22.  

K. Huwig, C. Fan, and M. Springborg: From properties to materials: an efficient and simple 
approach. J. Chem. Phys. 147 (2017) 234105. 
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Local Range Separation Scheme 
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Germany 

 

Due to a combination of efficiency and accuracy, density functional theory (DFT) is the most 

popular method to characterize the electronic structure of molecules and solids. The quality of 

the result depends strongly on the underlying density functional approximation for exchange 

and correlation interactions.  

In range separated hybrid functionals, the exchange interaction is partitioned into a short- and 

a long-range part. For molecules, charge-transfer excitations in particular can be predicted with 

remarkable accuracy by using exact exchange at long range and thus correcting the asymptotic 

decay of the potential. The range separation parameter that determines the average distance at 

which the functional switches from short to long range is not defined uniquely and often fitted 

to experimental data. Alternatively, it can be tuned for a given system by imposing Koopman’s 

theorem. Such optimally tuned range separated functionals yield significantly improved 

electronic spectra and excitation energies [1]. They are, however, of limited use for binding 

energies or potential energy surfaces due to a lack of size consistency[2] and, more generally, 

for very heterogeneous systems, in which the optimal range-separation parameter varies 

considerably in the different regions. 

As a possible remedy, the range separation parameter can be replaced by a function in Cartesian 

space, giving rise to the local range separation scheme. Based on this previously proposed 

concept[3], we present the first self-consistent implementation of exchange functionals with 

local range separation. Using a semi-empirical approach, four parameters in the range 

separation function are adjusted to small training sets. For the short-range exchange, two 

different functionals, namely Slater and PBE, are considered and paired with their respective 

counterpart for correlation. The resulting functionals are subsequently assessed for binding 

energies and properties associated with the electronic eigenvalue spectra. 

 

 

[1] Karolewski, A., Stein, T., Baer, R., and Kümmel, S. J. Chem. Phys. 2011, 134, 151101. 

[2] Karolewski, A., Kronik, L., and Kümmel, S. J. Chem. Theory Comput. 2013, 138, 204115. 

[3] Krukau, A. V., Scuseria, G. E., Perdew, J. P., and Savin, A. J. Chem. Phys. 2008, 129, 

124103. 

73



7. Contributed Talk Abstracts

C6

Global geometry optimization of molecular assemblies on surfaces

Antonia Freibert1, Johannes M. Dieterich2, Bernd Hartke1

1Institute for Physical Chemistry, Kiel University, Olshausenstr. 40, 24098 Kiel, Germany.
2Mechanical and Aerospace Engineering, Princeton University, NJ 08544-5263, USA.

After 20 years of successfully applying Evolutionary Algorithms to the global optimization of
cluster structures in vacuo, we have recently extended the capabilities of our versatile global
optimization program package ogolem [1] to clusters on surfaces.
With this setup, we have explored homogeneous and heterogeneous atomic clusters on surfaces
[2], using strain as diagnostic criterion and rationalizing a broad spectrum of structures, ranging
from single-layer ad-clusters via various multilayer forms all the way to gas-phase-like struc-
tures almost not influenced by the surface attachment.
Ongoing work focuses on molecular clusters on surfaces, for example on derivatives of the
triaza-triangulenium “TATA platform” system that has been frequently used both as molecular
tether and as molecular spacer. With limited computational effort [3], we could explain key
experimental observations of TATA monolayer formation [4].

Figure 1: Global optimization of 12 TATA-platform molecules with octyl spacers, on Au(111).

[1] Dieterich, J. M.; Hartke, B. Mol. Phys. 2010, 108, 279.

[2] Witt, C.; Dieterich, J. M.; Hartke, B. Phys. Chem. Chem. Phys., published online, DOI:
10.1039/c8cp02694g.

[3] Freibert, A. BSc thesis, Kiel University, March–June 2018.

[4] Lemke, S.; Herges, R.; Mangussen, O. M. et al. Surf. Sci. 2015, 632, 71.
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Proton transfer mechanisms in basic solutions and at the oxide/water interface
revealed by neural networks

Matti Hellström1, Vanessa Quaranta2, Jörg Behler1

1Universität Göttingen, Institut für Physikalische Chemie, Theoretische Chemie, Tammannstr. 
6, 37077 Göttingen, Germany
2Lehrstuhl für Theoretische Chemie, Ruhr-Universität Bochum, 44780 Bochum, Germany

Proton transfer (PT) reactions play an important role in many fields of chemistry, for example
during homogeneous and heterogeneous catalysis. Here, we develop high-dimensional neural
network  potentials  [1]  (NNPs)  to  elucidate  the  predominant  PT  mechanisms  for  water
dissociation at  the  ZnO/liquid-water  interface [2]  and in  NaOH(aq)  solutions  of  different
concentrations [3-5]. NNPs are computationally inexpensive and can accurately reproduce ab
initio potential energy surfaces. 

NNP-based  molecular  dynamics  simulations  reveal  that  PT  reactions  are  coupled  to
fluctuations in the hydrogen-bonding environment around the proton donors and acceptors.
We find that there is an unexpected similarity for the most predominant PT mechanisms at the
ZnO/liquid-water  interface  and  in  NaOH(aq)  solutions  of  high  concentrations,  which  we
explain  by  the  influence  that  the  cations  (Zn2+ and  Na+)  have  on  the  hydrogen-bonding
environment around the dissociating water molecules.

Different systems but similar proton transfer mechanisms. 
Left: The ZnO/liquid-water interface, and right: 15 mol/L NaOH(aq). 

       [1] Behler, J.; Parrinello, M. Phys. Rev. Lett. 2007, 98, 146401
       [2] Quaranta, V.; Hellström, M.; Behler, J. J. Phys. Chem. Lett. 2017, 8, 1476
       [3] Hellström, M.; Behler, J. J. Phys. Chem. Lett. 2016, 7, 3302
       [4] Hellström, M.; Behler, J. Phys. Chem. Chem. Phys. 2017, 19, 82
       [5] Hellström, M.; Behler, J. J. Phys. Chem. B. 2017, 121, 4184
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Ab Initio Anisotropic Displacement Parameters of Molecular Crystals 
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For decades already, anisotropic displacement parameters (ADPs) usually depicted as ORTEP 

plots have been used in crystallography and related fields to describe and quantify thermal 

atomic motion. Within the very recent years, these ADPs have become predictable by ab initio 

calculations. 

This contribution will show how theoretical, yet reliable ADPs for molecular crystals with very 

different non-covalent interactions can be calculated with a combination of (quasi-)harmonic 

lattice-dynamics and dispersion-corrected density-functional theory [1,2,3,4]. Exemplarily, 

Figure 1 provides the excellent agreement between calculated and experimental ADPs of 

Cr(CO)6: 

 

 
Figure 1. Comparison of experimental and computed ADPs of Cr(CO)6. This figure is taken 

from reference [4]. The article is licensed under a Creative Commons Attribution 3.0 

Unported License (https://creativecommons.org/licenses/by/3.0/). 

 

Furthermore, the usefulness of the calculated ADPs for complementing diffraction experiments 

facing problems due to an unfortunate data-to-parameter relationship will be demonstrated 

using several examples. 

 

[1] George, J., Wang, A., Deringer, V. L., Wang, R., Dronskowski, R., Englert, U. 

CrystEngComm 2015, 17, 7414–7422. 

[2] George, J., Deringer, V. L., Wang, A., Müller, P., Englert, U., Dronskowski, R. J. Chem. 

Phys. 2016, 145, 234512. 

[3] George, J., Wang, R., Englert, U., Dronskowski, R. J. Chem. Phys. 2017, 147, 074112. 

[4] Deringer, V. L, Wang, A, George, J., Dronskowski, R., Englert, U. Dalton Trans., 2016, 

45, 13680. 

 

76



C9

Strain and non-covalent interactions as driving forces for surface reactivity 
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Silicon is one of the most important elements in material science and its low-index surfaces are 
widely used substrates in technological applications. Increasing research efforts are recently 
made toward functionalizing the surface with organic and inorganic adsorbates. Intriguingly, 
the constraints imposed on the silicon atoms as being part of a solid surface create arrangements 
that are hard to achieve in molecular chemistry and lead to surprising reactivity. One prominent 
example is the buckled dimer at the reconstructed Si(001) surface (Fig. 1) which barely has 
molecular analogues.[1] Notably, saturated subsurface atoms (Sisub) can also play a key role in 
the observed surface chemistry. We explored the impact of this unusual arrangement and the 
resulting strain on the reactivity toward adsorbates. Different levels of strain in the adsorbates 
may also influence the adsorption dynamics and reactivity significantly. Beside strain, non-
covalent interactions can be the determining factors in the quest to build up organic-inorganic 
hybrid interfaces.[2] The observed reactivity patterns will be explained with electronic structure 
analysis including our recently developed energy decomposition analysis for extended systems 
(pEDA).[3] 

 

Figure 1. (a) Si(001) surface reconstruction process. Dots indicate unpaired electrons. (b) The 

most stable reconstruction Si(001)c(4×2). (c) Crystal orbitals of a Si(001) slab at the  point. 

[1] J. I. Schweizer, M. G. Scheibel, M. Diefenbach, F. Neumeyer, C. Würtele, N. Kulminskaya, R. 
Linser, N. Auner, S. Schneider, M. C. Holthausen, Angew. Chem. Int. Ed. Engl. 2016, 55, 1782.  

[2] a) L. Pecher, R. Tonner, Inorganics 2018, 6, 17; b) L. Pecher, S. Schmidt, R. Tonner,  
J. Phys. Chem. C 2017, 121, 26840; c) J. Pecher, C. Schober, R. Tonner, Chem. - Eur. J. 2017, 23, 
5459; d) L. Pecher, R. Tonner, Theor. Chem. Acc. 2018, 137, 48. 

[3] a) L. Pecher, S. Laref, M. Raupach, R. Tonner, Angew. Chem., Int. Ed. 2017, 56, 15150;  
b) M. Raupach, R. Tonner, J. Chem. Phys. 2015, 142, 194105. 
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Coupled-Cluster Treatment of Molecular Strong-Field Ionization

Thomas-C. Jagau

Department Chemie, LMU München, Butenandtstr. 5-13, D-81377 München, Germany

Molecules exposed to electric or electromagnetic fields of a strength comparable to the internal
molecular forces undergo ionization, possibly accompanied by dissociation [1, 2]. This process
underlies numerous phenomena involving strong fields such as molecular high-harmonic gen-
eration, laser-induced electron diffraction, and Coulomb explosion. Therefore, the quantitative
modeling of molecular strong-field ionization rates is of immediate interest for the interpretation
of all experiments in which strong fields are applied.
Within Hermitian quantum mechanics, strong-field ionization rates can only be determined from
the time-dependent Schrödinger equation. On the contrary, a time-independent treatment is pos-
sible using complex-variable (CV) techniques from non-Hermitian quantum mechanics, where
the ionization rate can be evaluated from discrete complex eigenvalues of the molecular Hamil-
tonian [3].
This contribution will discuss differences between autoionization and strong-field ionization
and how this demands different CV techniques and electronic-structure methods [4, 5]. An im-
plementation for the computation of molecular strong-field ionization rates at coupled-cluster
levels of theory in a basis set of atom-centered Gaussian functions with a complex-scaled expo-
nent will be presented [5, 6].
Exemplary applications to small molecules such as CO, O2, and H2O indicate that an accurate
treatment of electron correlation is of great importance even for a qualitatively correct descrip-
tion of the dependence of molecular strong-field ionization rates on the strength and orientation
of the external field. The analysis of the second moments of the molecular charge distribu-
tion suggests a simple criterion for distinguishing tunnel and barrier suppression ionization in
polyatomic molecules.

[1] Scrinzi, A; Ivanov, M.Y.; Kienberger, R.; Villeneuve, D.M. J. Phys. B 2006, 39, R1.

[2] Lein, M. J. Phys. B 2007, 40, R135.

[3] Moiseyev, N. Non-Hermitian Quantum Mechanics (Cambridge University Press, Cam-
bridge, UK, 2011).

[4] Jagau, T.-C. J. Chem. Phys. 2016, 145, 204115.

[5] Jagau, T.-C. J. Chem. Phys. 2018, 148, 204102.

[6] White, A.F.; Head-Gordon, M.; McCurdy, C.W. J. Chem. Phys. 2015, 142, 054103.
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Local correlation methods based on pair natural orbitals (PNOs)[1, 2] have gained an increasing 
popularity over the past decade: for example, coupled cluster calculations can be performed for 
systems containing several hundred atoms, while errors in relative energies introduced by the 
approximations are within chemical accuracy.[3] The usefulness of PNO-based methodology 
for single-point energies of molecular systems has been established in a large number of 
application studies; however, optimizing geometries and calculating many properties requires 
the implementation of derivatives. Whereas analytic gradients had been developed for purely 
domain-based methods in the past,[4] somewhat less effort has been dedicated to methods 
constructed with PNOs. 
We present the analytical gradient for the domain-based local pair natural orbital MP2 method 
(DLPNO-MP2).[5] It builds upon a complete Lagrangian formalism for the DLPNO-MP2 
energy functional that includes the relaxation of PNOs, leading to a precise gradient of the 
energy without neglecting any contributions.[6] Double-hybrid density functionals and spin-
component scaling are supported by the implementation, allowing accurate geometry 
optimizations to be performed for large systems well beyond the range of routine RI-MP2 
calculations. The computational cost for a single-point energy and gradient calculation with 
DLPNO-MP2 is typically about 3-5 times higher than for Hartree-Fock or hybrid DFT 
functionals with the efficient RI-J and chain-of-spheres exchange approximations.  Calculations 
become more efficient than RI-MP2 for systems containing at least 50-60 atoms (including 
hydrogens), and geometry optimizations converge for “floppy” systems which commonly occur 
when studying noncovalent interactions.  
 
 
       [1] Meyer, W. J. Chem. Phys. 1973, 58, 1017. 
       [2] Neese, F., Wennmohs, F., Hansen, A. J. Chem. Phys. 2009, 130, 114108. 
       [3] Riplinger, C., Neese, F. J. Chem. Phys. 2013, 138, 034106; 

Riplinger, C., Sandhoefer, B., Hansen, A., Neese, F. J. Chem. Phys. 2013, 139, 134101. 
       [4] El Azhary, A., Rauhut, G., Pulay, P., Werner, H.-J.  J. Chem. Phys. 1998, 108, 5185; 

Schütz, M., Werner, H.-J., Lindh, R., Manby, F. R. J. Chem. Phys. 2004, 121, 737. 
       [5] Pinski, P., Riplinger, C., Valeev, E. F., Neese, F. J. Chem. Phys. 2015, 143, 034108. 
       [6] Pinski, P., Neese, F. J. Chem. Phys. 2018, 148, 031101. 
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The choice of the active space is essential for all quantum chemical calculations that employ
multireference methods. If it is chosen too small, important aspects of the chemical problem at
hand might be neglected and not be correctly described while a too large active space causes se-
vere convergence problems during the orbital optimization and large unnecessary computational
costs. For small systems like mononuclear transition metal complexes the selection of the active
space can be done on the basis of “chemical intuition”. While this procedure has been proven
successful in many instances it will meet its limits for large and complex systems that are now
accessible with modern approximate methods such as the density matrix renormalization group
(DMRG) or the full-CI quantum Monte-Carlo (FCIQMC). The importance of the active space
selection for qualitatively and quantitatively correct results will be highlighted by a theoretical
study of the exchange coupling interaction in a biomimetic mixed valence manganese complex
using the DMRG together with a perturbative description of dynamic electron correlation.[1] In
particular, the influence of different groups of active orbitals on the obtained results along with
some critical technical issues will be discussed. Furthermore, an automated selection scheme for
the active space based on second order perturbation theory will be presented. Within this scheme
the active orbitals are chosen according to their occupation number which is a well-defined and
well established measure.[2]

[1] M. Roemelt, V. Krewald, D. Pantazis J. Chem. Theory. Comput. 2018, 14, 166-179.

[2] A. Khedkar, M. Roemelt in preparation
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Closed-shell paramagnetism revisited: A low-field effect due to a strong-field 
three-state avoided crossing 
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Gauss1,2, A. M. Teale2,5 , T. Helgaker2,3 
 

1 Institut für Physikalische Chemie, Johannes Gutenberg-Universität Mainz, Germany 
2 Centre for Advanced Study, Norwegian Academy of Science and Letters, Oslo, Norway 

3 Hylleraas Centre for Quantum Molecular Sciences, University of Oslo, Norway 
4 Institut für Physikalische Chemie, Karlsruher Institut für Technologie, Germany 

5 School of Chemistry, University of Nottingham, UK 
 

Most closed-shell molecules respond diamagnetically in a magnetic field, raising the total 
energy. Some closed-shell molecules, however, are paramagnetic, an effect that should not 
occur in a diabatic picture but is observed both in experiment and quantum-chemical 
calculations. Based on a two-state model, in Ref. 1, it was reasoned that a coupling with a low-
lying excited state should be responsible for the paramagnetic response of the ground state. In 
the meantime, finite-field calculations for ground and excited states have become feasible 
within the framework of Coupled-Cluster (CC)[2] and Equation-Of-Motion (EOM) CC[3] 
theory. In this talk, we study the occurrence of closed-shell paramagnetism through finite-field 
CC and EOM-CC calculations for BH and CH+ in varying orientations with respect to the 
magnetic field. In the parallel orientation, three states cross at magnetic field of ~0.25 B0 which 
corresponds to about 59000 Tesla (see Fig. 1, left). Rotating the molecule out of alignment 
breaks the symmetry, thereby inducing a three-state-avoided crossing which eventually leads 
to the paramagnetic response (see Fig. 1, middle and right). The rationalization is confirmed 
via an angle-dependent three-state model, reproducing the observed behavior. 

 
Fig. 1: The 1Σ ground state and 1Π and 1∆ excited states of BH in different orientations (0°, 5°, and 50°)  
            as a function of the magnetic field. 
 
[1] Tellgren, E. I.,  Helgaker, T., and Soncini, A., Phys. Chem. Chem. Phys., 2009, 11, 5489. 
[2] Stopkowicz, S., Gauss, J., Lange, K. K., Tellgren, E. I., and Helgaker, T., J. Chem. Phys.,  
      2015, 143, 074110.  
[3] Hampe, F. and Stopkowicz, S., J. Chem. Phys., 2017, 146, 154105. 
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Conceptual Framework of Molecular Electronics 
 

Ganna Gryn’ova1, Clémence Corminboeuf1 

 
1 École polytechnique fédérale de Lausanne, Lausanne, Switzerland 

 

 

Non-covalent interactions are important across a range of organic electronic materials, from 
molecular semiconductors (e.g., the crystalline organic semiconductors) to molecular 
junctions (such as dimer bridges in scanning tunnelling microscope experiments). These 
intermolecular interactions depend on the nature of molecular cores and define not only the 
stability of their non-covalent assembly, but also its charge transport properties.[1] 

 
In the present contribution, we draw a parallel between the transport in the nanogap between 
metallic electrodes and charge carrier mobility in the bulk of an organic semiconductor.[2] 
We show that, within the model approximations, the same systems are consistently among the 
best and the worst performers, with similar principles guiding their performance in the two 
types of materials. More generally, we establish a conceptual framework for various non-
covalent molecular electronic architectures that connects intrinsic properties of molecular 
cores with the properties of their non-covalent assemblies (see Figure). These results 
demonstrate the unifying footprint of the fundamental electronic structure of molecular cores 
on the diverse charge transport properties and offer the design strategies for more conductive 
organic electronic devices. 
 
 
       [1] Gryn’ova, G.; Corminboeuf, C. J. Phys. Chem. Lett. 2016, 7, 5198. 
       [2] Gryn’ova, G.; Corminboeuf, C. J. Phys. Chem. Lett. 2018, 9, 2298. 
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Hierarchical Method to Determine the Entropy of Molecular Systems 
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A defining feature of systems with numerous non-bonded interactions is the close spacing and 
significant degeneracy of their energy levels. This leads to a system having an entropy on par 
with its energy, and its resulting stability being a delicate balance between entropy and 
energy. However, no such balance exists in the scientific effort put into evaluating energy and 
entropy. The substantial effort in evaluating energy, whether with electronic-structure 
methods or force fields, is not matched by equivalent efforts to evaluate entropy. Efforts to 
quantify the flexibility of molecular systems fall far short of capturing the complete 
flexibility, as quantified by entropy. This makes doubly pressing the need for better entropy 
methods. Building on previous work for liquids [1,2,3] and isolated, flexible molecules [4], 
we present new theory to calculate the entropy directly from a molecular dynamics simulation 
for the significant and rarely explored case of liquids of flexible molecules [5]. The entropy is 
evaluated at multiple length scales, with each level split into vibrational and topographical 
terms, the former representing the size of an energy well and the latter the number of energy 
wells. The vibrational term is derived from covariance matrices of forces and torques. The 
topographical entropic term encompassing conformations and orientations uses the 
probability distributions of dihedrals and molecular contacts defined using the parameter-free 
RAD algorithm [6]. The theory is tested on a range of liquids and is found to give reasonable 
agreement with experiment as well as an insightful decomposition of entropy over all degrees 
of freedom.  
 
       [1] R.H. Henchman, J. Chem. Phys., 2003, 119, 400. 
       [2] R.H. Henchman, J. Chem. Phys., 2007, 126, 064504. 
       [3] R.H. Henchman, S. J. Irudayam, J. Phys. Chem. B, 2010, 114, 16792. 
       [4] U. Hensen, F. Gräter, R.H. Henchman, J. Chem. Theory Comput., 2014, 10, 4777. 
       [5] J. Higham, S.-Z. Chou, F. Grater, R.H. Henchman, Mol. Phys., 2018, DOI: 
 10.1080/00268976.2018.1459002. 
       [6] J. Higham, R.H. Henchman, J. Chem. Phys., 2016, 145, 084108. 
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Twist and shine: Organic TADF emerges from the interplay of non-covalent
interactions, triplet-exciton delocalization, and post Franck-Condon effects.

Jan-Michael Mewes1

1Centre for Theoretical Chemistry and Physics, Massey University, Private Bag 102-904,
North Shore Mail Centre, 0632 Auckland, New-Zealand

Thermally-activated delayed fluorescence (TADF) has recently gained much attention as it en-
ables a harvesting of triplet excitons with purely organic OLED emitters, thereby increasing
the theoretical maximum quantum yield from 25% to 100% without the need for expensive and
toxic heavy metals. Computational studies of the phenomenon are hampered by a number of
methodological issues related to the description of charge-transfer (CT) states in dielectric en-
vironments. As a result, modeling TADF with prominent approaches like TD-DFT/LR-PCM
provides rates many orders of magnitude too low compared to experiments, which has so far
impeded the theoretical understanding of the phenomenon.
In this contribution, I demonstrate a quantitative calculation of TADF rates for three typical
emitters using a hierachy of ab-initio and DFT-based methods which rigorously include dielec-
tric polarization. It is shown that (i) the character of lowest excited singlet and triplet states
changes and becomes dominated by CT character already in apolar environments, (ii) shallow
plateaus in the excited-state PES of the donor-acceptor twisting coordinate cause the transition
properties to be governed by thermal fluctuations rather than the minimum-energy geometries,
and (iii) the triplet CT state exhibits an exchange-driven delocalization (c.f. Fig. 1) that enables
fast equilibration between the singlet and triplet manifolds via (reverse) inter-system crossing
(ISC). Based on these insights, a simple mechanism is suggested that involves only the lowest
lying singlet and triplet excited states and provides good agreement with experimental data.

Figure 1: Adiabatic energies and electron-hole plots of the excited states of a typical emitter in
gas phase (left) and equlibrated in a dielectric environment (right).

[1] JM Mewes, PCCP 2018, 20, 12454-12469.
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Simple Models for Mechanochemistry

Wolfgang Quapp1, Josep Maria Bofill2, Jordi Ribas-Ariño2

1Mathematisches Institut, Universität Leipzig, Augustus-Platz PF 100920, D-04009 Leipzig,
Germany; quapp@uni-leipzig.de

2Universitat de Barcelona, Spain; jmbofill@ub.edu, j.ribas@ub.edu

An external mechanical or electrical force can change a chemical reactivity. We explain this for
simple models:
– for triatomic ABC-molecules,
– for a simplified hairpin, and
– for a minimal model of a biomotor [1].
The main tool to understand the external force
is the theory of Newton trajectories (NT) [2] – [5].
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The curves are defined by the property that
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surface (PES) does not change its direction. Un-
der the force, the stationary points of the PES
change: they move along an NT.

[1] W. Quapp, J. Math. Chem 56 1339 (2018)
A Minimal 2D Model of the Free Energy
Surface for a Unidirectional Natural Molecular Motor

[2] W.Quapp, J.M.Bofill, Theor. Chem. Acc., 135, 113 (2016) A Contribution to a Theory
of Mechanochemical Pathways by means of Newton Trajectories

[3] W.Quapp, J.M.Bofill and J.Ribas-Ariño J. Phys. Chem. A, 121, 2820 (2017)
Analysis of the Acting Forces in a Theory of Catalysis and Mechanochemistry

[4] J. M. Bofill, J. Ribas-Ariño, S. P. Garcia, W. Quapp, J. Chem. Phys. 147 Iss.15, 152710
(2017) An algorithm to Locate Optimal Bond Breaking Points on a Potential Energy
Surface for Applications in Mechanochemistry and Catalysis

[5] W. Quapp, J. M. Bofill, Int. J. Quantum. Chem., 118, e25522 (2018)
Mechanochemistry on the Müller-Brown Surface by Newton Trajectories
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Applying Quantum Chemistry to Reactivity in the Condensed Phase 

 

Jan Wilhelm and Peter Deglmann 

 
BASF SE, Digitalization in Research and Development (ROM),  

Carl-Bosch-Straße 38, 67056 Ludwigshafen, Germany 

 

Increasing computational power together with increasing accuracy of standard quantum 

chemical methods are the main drivers for their use of in the chemical industry [1]. In this 

presentation, an overview of routinely applied methods in industry is given. In detail, we discuss 

how reactivity in homogeneous catalysis is modelled using continuum solvation. Reactions 

involving chemisorbed molecules on surfaces in aqueous solution challenge the workflow 

based on solvation models and alternative approaches for heterogeneous systems are presented 

and discussed. 

 

[1] P. Deglmann, A. Schäfer, and C. Lennartz: Int. J. Quantum Chem. 2015, 115, 107-136. 
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Digital Finance at Deutsche Bahn AG 

 

Gerd Berghold1 

 
1Deutsche Bahn AG, Financial Services, Europaplatz 1, 10557 Berlin 

 

Theorists have been engaged in finance for years to model derivative products or to quantify 

financial risks. Nowadays, the phenomenon of digitization is affecting every industry and there 

is a growing demand of digital and theoretical skills that are needed for jobs at every level. In 

this context, we present current use cases at Deutsche Bahn AG ranging from derivative 

modelling challenges to text mining and robotics. 
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Neural networks trained on ab-initio data for executing surface hopping
molecular dynamics

Juia Maria Westermayr1, Leticia González1, Philipp Marquetand1

1Institute of Theoretical Chemistry, Faculty of Chemistry, University of Vienna, Währinger
Straße 17, 1090 Vienna, Austria

Excited state ab-initio molecular dynamics (AIMD) is a powerful tool to investigate photo-
induced processes in molecules, but it is seriously limited by the cost of the underlying on-
the-fly quantum chemical calculations, hampering its application for long timescales. In this
work, we face this bottleneck by combining conventional AIMD with machine-learning algo-
rithms. In detail, we employ the surface hopping molecular dynamics program suite SHARC
(Surface Hopping including ARbitrary Couplings) [1, 2], in which the demanding quantum
chemistry calculations have been replaced with predictions made by multi-layer feed-forward
neural networks (NNs), providing remarkable computational efficiency. Reference data points
for training of NNs are generated with quantum chemistry programs via grid sampling and an
adaptive sampling scheme [3]. To guarantee that NNs predict properties correctly, we apply an
active learning approach similar to reference [4] by using two NNs and comparing their outputs
on-the-fly. Results are shown for an analytical model and a test molecule with 12 degrees of
freedom.

[1] M. Richter, P. Marqeutand, I. S. Jesús González-Váquez, and L. González J. Chem.
Theory Comput. 2011, 7, 1253-1258.

[2] S. Mai, P. Marquetand, and L. González L. WIREs Comput Mol Sci. 2018, DOI:
10.1002/wcms.1370.

[3] M. Gastegger, J. Behler, and P. Marquetand Chem. Sci. 2017, 8, 6924–6935.

[4] J. Behler Int. J. Quantum Chem. 2015, 115, 1032-1050.
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in the Cyanobacteriochrome Slr1393  
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Cyanobacteriochromes (CBCRs) are promising candidates for use in biotechnological 
applications, owing to their photochromism, compactness and spectral diversity. In case of the 
CBCR Slr1393, one isomer absorbs red light (PR) and the other one green (PG) (Fig. 1 B) [1]. 
The two forms can be interconverted into each other by light illumination. Slr1393 binds 
phycocyanobilin (PCB) as chromophore and the crystal structures of both forms have been 
obtained recently. Comparing PCB from both structures shows that one double bond 
isomerization occurs during the photoconversion (Fig. 1 A). In this contribution, results of 
hybrid quantum mechanics/molecular mechanics (QM/MM) calculations for the PR and PG 
forms of Slr1393 will be presented [2].  

 
Figure 1: (A) Reaction scheme of PCB photoisomerization, the wavelengths refer to the 
experimental absorption maxima; (B) Simulated absorption for the PR (red) and PG (green) 
forms of PCB based on 100 structures for each form from QM/MM MD and computed with 
RI-ADC(2)/cc-pVDZ. 
 
Our QM/MM studies started from the crystal structures. First, the structures were optimized 
in several stages, followed by classical molecular dynamics (MD) for thermalization and 
backbone relaxation. During these steps, it was checked that the non-covalent interactions of 
PCB with the protein remained intact. The snapshots for excited state calculations were then 
generated via QM/MM MD. The final spectrum is an average of the spectra from the different 
conformations of each form and the results are complemented with wave function analysis.  
 
      [1] X.-L. Xu et al., ChemBioChem 15, 1190 – 1199 (2014). 
       [2] C. Wiebeler, A. G. Rao, I. Schapiro (in preparation). 
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Non-zero electron current densities for the vibrating hydrogen molecular ion  

in a single electronic Born-Oppenheimer ground state 
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Using the well-known formula for the electron current density, one can calculate the electron 

current density from the given wave function. However, for vibrating molecules in a single 

electronic non-degenerate ground state, the electron current density is untruly zero when the 

Born-Oppenheimer (BO) approximation is applied. The well-known continuity equation does 

not help much if one wants to calculate two- or three-dimensional current densities. Thus, we 

find out that using the quantum hydrodynamics approach one is able to obtain non-zero 

electron current densities for vibrating molecules (for example H2
+) or even chemical 

reactions in a single electronic non-degenerate BO ground state. We have derived the many-

particle Ehrenfest equation of motion [1] containing the time derivative of the mass current 

density. We checked it successfully for some simple test systems including s-wave functions 

of a hydrogen atom [2] and Gaussian wave packets in a two-dimensional harmonic potential. 

We also show first results for non-zero electron current densities for the vibrating H2
+ 

molecule in a single electronic ground state. 

 

 

[1] Renziehausen, K., Barth, I. Prog. Theor. Exp. Phys. 2018, 2018, 013A05. 

[2] Renziehausen, K., Barth, I. J. Phys. Conf. Ser. 2017, 869, 012007. 
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The Mechanism of Overhauser Dynamic Nuclear Polarization in Insulating
Solids

Hossam Elgabarty1

1Dynamics of Condensed Matter, Department of Chemistry, University of Paderborn,
Warburger str. 100, 33098, Paderborn, Germany

The last decade has seen revolutionary developments in the methods for hyperpolarizing nu-
clear spins in NMR spectroscopy. The generality of these methods, in particular those based
on dynamic nuclear polarization (DNP), has lead to a wide range of exciting applications that
were simply unreachable before the advent of these techniques. In the heart of DNP is always a
polarization transfer mechanism that endows nuclei with much larger electronic spin polariza-
tion. One possible mechanism for this polarization transfer, the Overhauser effect (OE-DNP), is
traditionally known to be operative only in liquids and conducting solids. Very recently, surpris-
ingly strong OE-DNP in insulating solids has been reported, which was shown to offer several
appealing features that would make it the method of choice in many applications, but a rational
optimization of the technique requires an understanding of the underlying molecular mecha-
nism. Here we offer an explanation for this perplexing finding that elucidates the underlying
molecular stochastic motion, provides cross-relaxation rates, explains the observed sign of the
NMR enhancement, and estimates the role of nuclear spin diffusion..[1] This has been possible
by combining the ab initio calculation of magnetic resonance parameters, with the explicit sam-
pling of time-dependent fluctuations that is afforded by molecular dynamics simulations, and
then by performing spin dynamics simulations based on numerical solution of the Liouville-von
Neumann equation of motion for a model spin system. The presented theoretical description
opens the door for rational design of novel polarizing agents for OE-DNP in insulating solids,
and in a more general perspective, provides a pathway to the calculation magnetic relaxation
rates and line shapes.

[1] Pylaeva, S., Ivanov, K.L, Baldus, M., Sebastiani, D. Elgabarty, H., J. Phys. Chem. Lett.
2017, 8, 2137–2142.
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DFT–D4: An accurate and generally applicable tight-binding based dispersion
correction for density functional theory

Eike Caldeweyher1, Sebastian Ehlert1, Stefan Grimme1

1Mulliken Center for Theoretical Chemistry, Beringstr. 4, D-53115 Bonn, Germany

The finalized version of the DFT–D4 model is presented for the efficient computation of Lon-
don dispersion interactions with DFT. Dynamic dipole polarizabilities have been calculated with
TD-PBE38/daug–def2–QZVP to generate atomic reference polarizabilities for elements up to
radon (Z=86) [1]. In DFT–D4, all atomic reference polarizabilities are scaled according to
Mulliken partial charges q which are obtained by the recently developed tight–binding method
GFN2-xTB. For the scaling of the atomic reference polarizabilities a special charge–function
was designed containing one global parameter to get a smooth scaling behavior. Addition-
ally, semi–empirically determined chemical hardnesses [2] control the slope of the function.
The charge–scaled dipole polarizabilities are Gaussian interpolated according to an empirically
generated fractional coordination number to obtain the fully weighted dynamic polarizabili-
ties α(iω) for all atoms which are then numerically integrated via the Casimir–Polder scheme
to obtain charge– and geometry–dependent dipole–dipole dispersion coefficients. The two–
body energy expression has the usual sum over pair interactions form for dipole–dipole and
dipole–quadrupole interactions. Based on this expression, a self–consistent dispersion potential
has been developed and implemented into the GFN2-xTB Hamiltonian to circumvent a costly
coupled–perturbed SCF procedure when calculating analytical gradients. Furthermore, dynamic
polarizabilities α(iω) are used within an RPA–like expression to capture many–body interac-
tions beyond the two–body terms. Various benchmark sets show a significant improvement over
DFT–D3-ATM(BJ) results by applying the DFT–D4 correction.
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Figure 1: Left: host–guest complexes with diverse interaction motifs like anions, highly charged
complexes (-1 up to +4) as well as large systems up to 200 atoms. Right: thermo-
chemical benchmark set of realistic closed–shell metal organic reactions. The refer-
ence uncertainty of ≈ 2 kcal mol−1 is shown in both plots in gray.

[1] Caldeweyher, E. and Bannwarth, C. and Grimme S. J. Phys. Chem. 2017, 147, 034112.

[2] Ghosh, D. C. and Islam, N. Int. J. Quantum Chem., 2017, 110, 1206–1213.

92



C26

Statistical Analysis of Semiclassical Dispersion Corrections

Thomas Weymuth1, Jonny Proppe2, Markus Reiher1

1Laboratorium für Physikalische Chemie, ETH Zürich, Vladimir-Prelog-Weg 2, 8093 Zurich,
Switzerland

2Department of Chemistry and Chemical Biology, Harvard University, 12 Oxford Street,
Cambridge, MA 02138, United States of America

Semiclassical dispersion corrections developed by Grimme and coworkers have become indis-
pensable in applications of density functional theory. We present an in-depth assessment of
the fit parameters present in semiclassical (D3-type) dispersion corrections by means of a sta-
tistically rigorous analysis. We find that the choice of the cost function generally has a small
effect on the empirical parameters of D3-type dispersion corrections. However, the weighting
scheme in the cost function can significantly affect the reliability of predictions. In order to ob-
tain unbiased (data-independent) uncertainty estimates for both the empirical fit parameters and
the corresponding predictions, we carried out a nonparametric bootstrap analysis. The mean
prediction uncertainty obtained by bootstrapping is not much larger than previously reported
error measures. On the basis of a jackknife analysis, we find that the original reference set is
slightly skewed, but our results also suggest that this hardly affects the prediction of dispersion
energies. A rigorous analysis of error accumulation arising from different parameterizations
reveals that error cancellation does not necessarily occur, leading to a monotonically increasing
deviation in the dispersion energy with increasing molecule size. We discuss this issue in detail
at the prominent example of the C60 “buckycatcher”. We find deviations between individual
parameterizations of several tens of kcal/mol in some cases. Hence, in combination with any
calculation of dispersion energies, we recommend to always determine the associated uncertain-
ties for which we will provide a software tool [1].

[1] Weymuth, T., Proppe, J., Reiher, M. J. Chem. Theor. Comput. 2018, DOI:
10.1021/acs.jctc.8b00078.
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Can you do more? - Yes!
Quantum dot inter-Coulombic decay with three electrons

Fabian Langkabel1, Annika Bande1

1Institute of Methods for Material Development, Helmholtz-Zentrum Berlin für Materialien
und Energie GmbH, Albert-Einstein-Str. 15, 12489 Berlin, Germany

In recent years the well-known inter-Coulombic decay process [1, 2] was by an electron dynam-
ics treatment predicted to happen in paired and singly-charged quantum dots (QDs) [3, 4, 5].
Both QDs are distant enough from each other that their electrons are solely coupled by Coulomb
interaction. QD-ICD then occurs when an electron in an excited state transfers its energy to the
other dot’s electron ionizing it.
ICD for atoms and molecules has among others been analyzed in the framework of a virtual
photon transfer process and described by an asymptotic dipole-dipole coupling formalism [6].
There it was stated that the rate for ICD linearly increases with the number of neighbors, as was
confirmed by several of the following ICD studies [2].
In this work we calculate for the first time QD-ICD in a three-electron three-quantum dot array
and analyze its electron dynamics and rate dependence with respect to the number of newly
available decay channels.

[1] Cederbaum, L. S., Zobeley, J., Tarantelli, F., Phys. Rev. Lett. 1997, 79, 4778.

[2] Jahnke, T., J. Phys. B At. Mol. Opt. Phys. 2015, 48, 082001.

[3] Bande, A., Gokhberg, K., Cederbaum, L. S., J. Chem. Phys. 2011, 135, 144112.

[4] Weber, F., Aziz, E. F, Bande, A., J. Comput. Chem. 2017, 38, 2141.

[5] Haller, A., Bande, A., submitted to J. Chem. Phys.

[6] Santra, R., Cederbaum, L. S., Phys. Rep. 2002, 368, 1.
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Photodynamics and spectroscopy of halogens embedded in rare gas solids
Quantum dynamical description of the I2 : Kr system

David Picconi1, Jeffrey A. Cina2, Irene Burghardt1

1Institute of Physical and Theoretical Chemistry, Goethe University Frankfurt,
Max-von-Laue-Straße 7, D-60438 Frankfurt am Main, Germany

2Department of Chemistry and Biochemistry, and Oregon Center for Optical, Molecular, and
Quantum Science, University of Oregon, Eugene, Oregon 97403, USA

Diatomic halogen molecules embedded in rare gas crystals provide prototypes for the investi-
gation of condensed phase chemical dynamics.[1,2] Nonlinear spectroscopy experiments per-
formed on these systems reveal strong guest-host interactions and manifestations of quantum
effects such as entanglement between system and environment, non-local correlations, and the
transition to classicality through decoherence.[3,4]
Such pronounced quantum behaviour is also ideally suited for testing novel computational ap-
proaches to describe the dynamics of open quantum systems.[5] In this contribution, we study
cluster models of I2 in a fcc Kr crystal, by comparing two wave packet propagation methods: (i)
the numerically exact multiconfigurational time-dependent Hartree (MCTDH) approach,[6] and
(ii) the G-MCTDH variant,[7] in which the rare gas cage coordinates are treated with Gaussian
wave packets. Due to anharmonicities, non-trivial molecule-cage correlations are generated. Vi-
brational coherences last for several vibrational periods of the embedded I2 , despite extensive
dissipation to the Kr lattice. The computationally cheaper G-MCTDH approach is able to repro-
duce the detailed features of the absorption spectrum, autocorrelation function and subsystem
density of the I2Krn system, providing therefore a correct description of the dissipation mech-
anism.[8] The method is implemented in in-house codes, and is used to simulate and interpret
nonlinear optical signals of high-dimensional dihalogen/host models from first principles. In the
example of the figure, the I2 chromophore is prepared in a ‘Schrödinger’s cat’ superposition of
two wave packets in the electronic B state; the time-resolved coherent resonance Raman signal
is calculated and used to monitor vibrational decoherence.[4,5,8]

[1] V. A. Apkarian and N. Schwentner, Chem. Rev. 1999, 99, 1481.

[2] M. Gühr et al. Phys. Chem. Chem. Phys. 2007, 9, 779.

[3] D. Segale, M. Karavitis, E. Fredj and V. A. Apkarian, J. Chem. Phys. 2005, 122, 111104.

[4] D. Segale and V. A. Apkarian, J. Chem. Phys. 2011, 135, 024203.

[5] P. A. Kovac and J. A. Cina, J. Chem. Phys. 2017, 147, 224112.

[6] M. H. Beck et al., Phys. Rep. 2000 324, 1.

[7] I. Burghardt, H.-D. Meyer and L. S. Cederbaum, J. Chem. Phys. 1999 111, 2927; I.
Burghardt, K. Giri and G. A. Worth J. Chem. Phys. 2008 129, 174104.

[8] D. Picconi, J. A. Cina and I. Burghardt, to be published 2018

This abstract was scaled because it exceeded the allowed page size.
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Robust periodic Fock exchange with atom-centered Gaussian basis sets 
 

A. Irmler,1 A. M. Burow,2 and F. Pauly3,1 

 
1Department of Physics, University of Konstanz,  

Universitätsstraße 10, D-78464 Konstanz, Germany 
2Department of Chemistry, Ludwig-Maximilians-Universität (LMU) Munich, 

Butenandtstraße 7, D-81377 Munich, Germany 
3Okinawa Institute of Science and Technology,  

Onna-son, Okinawa, 904-0395, Japan 
 

 

In this talk we present a robust implementation of the periodic Fock exchange for atom-centered 
Gaussian-type orbitals (GTOs). We discuss the divergence, appearing in the formulation of the 
periodic Fock exchange in case of a finite number of k-points, and compare two schemes that 
remove it. These are the minimum image convention (MIC) and the truncated Coulomb 
interaction (TCI) that we use here in combination with k-meshes. We show that four-center 
integrals of GTOs with nonvanishing angular momentum can exhibit a strong increase in 
absolute value at the cutoff radius Rc in the TCI scheme. Similar artifacts are seen in the 
exchange and density matrices of Hartree-Fock (HF) calculations for TCI, but not for MIC. At 
semiconducting and insulating systems we show that both MIC and TCI yield the same energies 
for a sufficiently large supercell or k-mesh, but the self-consistent field (SCF) algorithm is more 
stable for MIC. We therefore conclude that the MIC is superior to TCI and validate our 
implementation by comparing not only to other GTO-based calculations, but by demonstrating 
excellent agreement with results of plane-wave codes for sufficiently large Gaussian basis sets. 
 
 
       [1] Irmler, A.; Burow, A. M.; Pauly, F. submitted.  
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The accurate computation of molecular properties
using multiresolution analysis

Florian A. Bischoff1

1Department of Chemistry, Humboldt University of Berlin, Germany

The formalism of Multiresolution Analysis (MRA) allows the computation of molecular proper-
ties at the limit of the complete basis. The real-space nature of MRA requires the reformulation
of all working equations in first quantization. In this talk the general method of computing
standard quantum chemical properties, e.g. energies, gradients, hessians, excitation energies, is
presented and examples are given. Correlated methods, such as MP2 or CC2, require special
care for the removal of the electronic singularities, whose presence would otherwise make com-
putations on a 6-dimensional grid intractable. Diagrammatic techniques for deriving Coupled-
Cluster equations may be used in MRA with only minor reinterpretations of the diagrams. The
precision and the performance of MRA will be discussed, in particular with respect to CC2
ground and excited states[1, 2] and nuclear second derivatives for DFT.[3]

[1] J. S. Kottmann, F. A. Bischoff, J. Chem. Theory Comput. 2017, 13(12), 5945–5955.

[2] J. S. Kottmann, F. A. Bischoff, J. Chem. Theory Comput. 2017, 13(12), 5956–5965.

[3] F. A. Bischoff, J. Chem. Phys. 2017, 146(12), 124126.

97



7. Contributed Talk Abstracts

C31

Accurate core-level spectra from GW: An efficient approach within a localized
basis

Dorothea Golze1, Patrick Rinke1

1Department of Applied Physics, Aalto University, Otakaari 1, FI-02150 Espoo, Finland

We present a new, accurate method for computing X-ray photoelectron spectra (XPS) based
on the GW approximation that overcomes the limitations of density functional theory (DFT)
approaches. Inner-shell spectroscopy is an important tool to characterize molecules, liquids and
adsorption processes at surfaces. Accurate computational methods to predict core excitations are
therefore essential to support the interpretation of experimental spectra. Green’s function theory
in the GW approximation has become the method of choice for addition and removal energies
of valence electrons in solids [1, 2] and is now increasingly being applied to molecules and
clusters [3, 4]. However, GW core-level spectroscopy has thus far received almost no attention.
In most GW implementations, the self-energy is typically computed in the imaginary frequency
domain followed by an analytic continuation to the real frequency axis. However, the analytic
continuation becomes highly inaccurate for frequencies far away from the Fermi level and is
not suitable for the computation of core excitations. Thus, we evaluate the self-energy on the
real-frequency axis using the contour deformation technique in combination with a local basis.
We implemented this method in the all-electron code FHI-aims and optimized it for massively
parallel execution. Our method reproduces the features of the self-energy perfectly compared to
the fully analytic implementation in Turbomole. Our benchmark studies for small and medium-
sized molecules show that the computed core-level binding energies deviate on average less
than 0.5 eV from experiment outperforming the DFT-based Delta Self-Consistent Field (∆SCF)
approach.

[1] Rinke, P.; Qteish, A.; Neugebauer, J.; Freysoldt, C.; Scheffler M. New J. Phys. 2005, 7,
126.

[2] Förster, T.; Krüger, P.; Rohlfing, M. Phys. Rev. B 2015, 92, 205442.

[3] van Setten, M. J.; Caruso, F.; Sharifzadeh, S.; Ren, X.; Scheffler, M.; Liu, F.; Lischner,
J.; Lin, L.; Deslippe, J. R.; Louie, S. G.; Yang, C.; Weigend, F.; Neaton, J. B.; Evers, F.;
Rinke, P. J. Chem. Theory Comput. 2015, 11, 5665.

[4] Wilhelm, J.; Del Ben, M.; Hutter, J J. Chem. Theory Comput. 2016, 12, 3623.
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Inelastic X-ray scattering amplitudes in the ADC/ISR framework

Dirk R. Rehn1,2, Andreas Dreuw1, Patrick Norman2

1Interdisciplinary Center for Scientific Computing, University of Heidelberg, Germany
2Department of Theoretical Chemistry and Biology, School of Engineering Sciences in

Chemistry, Biotechnology and Health, KTH Royal Institute of Technology, Stockholm, Sweden

The development of 4th generation synchrotron radiation sources has led to rapid recent devel-
opment in non-linear X-ray experiments like resonant inelastic X-ray scattering (RIXS) spec-
troscopy. State of the art RIXS experiments with ultra-high resolution create a high demand for
theoretical support in the analysis of the complex spectra.
Here, we present an ab initio method to simulate RIXS cross-sections based on the Kramers-
Heisenberg-Dirac (KHD) formula in the framework of the algebraic diagrammatic construction
(ADC) scheme and the intermediate state representation (ISR) [1]. In contrast to commonly
used approaches, restricted to selected channels, our ansatz allows for the evaluation of the
full electronic part of the scattering amplitudes. Our results are in excellent agreement with
experimental findings. The quantitative analysis via the full summation of the KHD formula in
a closed matrix form reveals that while the resonant channels dominate, non-resonant scattering
contributes significantly to the spectral features.
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Figure 1: Inelastic X-ray scattering spectra of gas phase methanol. Simulated and recorded [2] at the
resonance frequency ω of the second core-excited state. RIXS: peak dominated by resonant
channel; NIXS: peak dominated by non-resonant channel

[1] D. R. Rehn, A. Dreuw and P. Norman, J. Chem. Theory Comput., 2017, 13, 5552.

[2] A. Benkert F. Meyer, D. Hauschild, M. Blum, W. Yang, R. G. Wilks, M. Bär, F. Reinert,
C. Heske, and L. Weinhardt, J. Phys. Chem. A, 2016, 120, 2260
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Hydrotrope-Assisted Solubilization of Sparingly Soluble Drug Molecules in 
Water 

Shubhadip Das1, Sandip Paul2 

 
1Technische Universität Darmstadt, Theoretical Physical Chemistry Alarich-Weiss-Str. 8 

64287 Darmstadt, Germany 
 

2Department of Chemistry, IIT Guwahati, Assam, India-781039 
 

ABSTRACT: Hydrotropes are important class of molecules that enhance the solubility of an 
otherwise insoluble or sparingly soluble solute in water. Besides this, hydrotropes are also 
known to self-assemble in aqueous solution and form aggregates. It is the hydrotrope 
aggregate that helps in solubilizing a solute molecule in water. In view of this, we try to 
understand the underlying mechanism of self-aggregation of different types of hydrotropes in 
water by using classical molecular dynamics (MD) simulation. We further extend our study to 
explore the hydrotropic action of these hydrotrope molecules towards the solubility of 
different sparingly soluble orally administered drugs in water. 
 
 
 [1] Das, S. and Paul, S. PLoS One, 2018, 13, e0190209. 
 [2] Das, S. and Paul, S. J. Chem. Inf. Model., 2017, 57, 1461. 
 [3] Das, S. and Paul, S. J. Phys. Chem. B, 2017, 121, 8774. 
 [4] Das, S. and Paul, S. J. Phys. Chem. B, 2016, 120, 3540. 
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Nonlinear-Response Properties in a Simplified Time-Dependent Density
Functional Theory (sTD-DFT) Framework: Evaluation of the First

Hyperpolarizability

Marc de Wergifosse1, Stefan Grimme1

1Mulliken Center for Theoretical Chemistry, Institut für Physikalische und Theoretische
Chemie, Beringstr. 4, 53115 Bonn, Germany

Recent developments in nonlinear imaging microscopy show the need to implement new the-
oretical tools able to characterize nonlinear optical properties in an efficient way. For second-
harmonic imaging microscopy (SHIM)[1], quantum chemistry could play an important role to
design new exogenous dyes with enhanced first hyperpolarizabilities or to characterize the re-
sponse origin in large endogenous biological systems. Such methods should be able to screen
a large number of compounds while reproducing their trends and to treat large systems in rea-
sonable computational times. To fulfill these requirements, we present a new simplified time-
dependent density functional theory (sTD-DFT)[2] implementation to evaluate the first hyperpo-
larizability where the Coulomb and exchange integrals are approximated by short-range damped
Coulomb interactions of transition density monopoles. For an ultra-fast computation of the first
hyperpolarizability, a tight-binding version (sTD-DFT-xTB)[3] is also posed. We challenge
our implementation on three test cases: typical push-pull π-conjugated compounds[4], fluo-
rescent proteins[5], and a collagen model[6], which were selected to model requirements for
SHIM applications. For push-pull systems, considering a frequency-dispersion below 1.0 eV,
the sTD-DFT results are very similar to TD-DFT ones while the computational cost is dras-
tically decreased. The sTD-DFT-xTB method shows its ability to screen a large set of com-
pounds, qualitatively and inexpensively. Considering the fluorescent proteins, sTD-DFT-xTB
method was able to reproduce the trends with respect to ONIOM MP2:HF calculations. For the
collagen model, sTD-DFT-xTB method was able to provide a β frequency dispersion similar
to the ONIOM LC-BLYP:HF one with a static βHRS only 8% lower, showing the capability of
sTD-DFT-xTB to treat ultra-fast complicated electronic properties in large biological systems.

[1] Campagnola, P. J., Loew, L. M. Nat. biotech. 2003, 21, 1356.

[2] Grimme, S. J. Chem. Phys. 2013, 138, 244104.

[3] Grimme, S., Bannwarth C. J. Chem. Phys. 2016, 145, 054103.

[4] de Wergifosse, M., Champagne B. J. Chem. Phys. 2011, 134, 074113.

[5] de Wergifosse, M., Botek, E., De Meulenaere, E., Koen, C., Champagne B. J. Phys.
Chem. B 2018, submitted.

[6] de Wergifosse, M., de Ruyck, J., Champagne B. J. Phys. Chem. C 2014, 118, 8595.
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Biological applications from coupled cluster frozen density embedding

Sebastian Höfener

Institute of Physical Chemistry, Karlsruhe Institute of Technology (KIT), P.O. Box 6980,
D-76049 Karlsruhe, Germany

For molecules in complex environments frozen-density embedding (FDE) can be used to avoid
the scaling of conventional supermolecular ab-initio calculations, resulting in a linear scaling
with respect to the number of molecules. One particularly efficient ansatz is RI-CC2–in–DFT,
in which the second-order approximate coupled-cluster RI-CC2 method is employed for the
molecule of interest while the environment is calculated using density-functional theory (DFT).
For this ansatz and related methods such as RI-ADC(2)–in–DFT, analytical excited-state re-
sponse properties are derived rigorously using a Lagrange-based formalism and have been im-
plemented in the KOALA program. [1] The accuracy of excited-state geometries is assessed in
selected case studies and it is shown that the new method can be used to investigate a retinal
chromophore in a biological model environment comprising 32 molecules with 366 atoms in to-
tal on a standard compute node within a couple of days, enabling the study of biological model
systems in ground and excited states using ab-initio methods as routine applications.

Figure 1: Rhodopsin model consisting of 366 atoms with the effective solvent-accessible surface
as computed using the RI-CC2–in–DFT method. [2, 3]

[1] S. Höfener, J. Comput. Chem. 2014, 35, 1716.

[2] N. Schieschke, R. Di Remigio, L. Frediani, J. Heuser, S. Höfener J. Comput. Chem.
2017, 38, 1693.

[3] J. Heuser, S. Höfener J. Chem. Phys. 2018, 148, 141101.
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A theoretically conceived photochemical pathway to solar water splitting using 

carbon nitride chromophores 

 

Johannes Ehrmaier1, Andrzej L. Sobolewski2, Wolfgang Domcke1 

 
1Department of Chemistry, Technical University of Munich, D-85748 Garching 

2Institute of Physics, Polish Academy of Sciences, PL-02-668 Warsaw 

 

Recently, polymeric carbon nitride materials have attracted vast interest in the field of 

photocatalytic water splitting with visible light. They consist of earth abundant materials, are 

completely photostable and can split water into hydrogen and oxygen, albeit so far with low 

efficiency. The underlying mechanism is, however, not understood. Using excited-state 

wavefunction-based electronic-structure calculations and considering pyridine, triazine and 

heptazine (tri-s-triazine) as model chromophores, we propose a biphotonic photochemical cycle 

for water-splitting [1-3]: First, we show that H-atom transfer from water to a peripheral N-atom 

of the photoexcited chromophore is a low-barrier process, resulting in the hydrogenated 

chromophore and a hydroxyl radical in their electronic ground states. Analysis of orbital 

energies shows that the H-atom transfer reaction is driven by a hole transfer from the 

chromophore to the hydrogen-bonded water molecule. The predicted hydroxyl radicals have 

recently been detected by fluorescence spectroscopy with the help of hydroxyl radical 

scavengers [4]. In the second step, the excess H-atom is detached from the reduced 

chromophore by the absorption of a second photon, regenerating the catalyst. Thus, a water 

molecule is split into a hydroxyl radical and an H-atom in a bi-photonic process.  

 

 
[1] X. Liu, A. L. Sobolewski, R. Borrelli and W. Domcke, Phys. Chem. Chem. Phys., 2013, 

     15, 5957-5966. 

[2] J. Ehrmaier, T. N. V. Karsili, A. L. Sobolewski and W. Domcke, J. Phys. Chem. A, 2017, 

     121, 4754-4764. 

[3] J. Ehrmaier, M. J. Janicki, A. L. Sobolewski, W. Domcke; Phys. Chem. Chem. Phys., 2018, 

in press. 

[4] O. Morawski et al., submitted for publication. 
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Ring-Polymer Molecular Dynamics for Photochemistry

Ralph Welsch1

1Center for Free-Electron Laser Science, DESY, Notkestraße 85, D-22607 Hamburg, Germany

During the last decade the Ring-Polymer Molecular Dynamics (RPMD) approach has proven
to be an efficient method to approximately simulate quantum mechanical effects in chemical
systems. Based on the path integral formulation, RPMD incorporates quantum effects using
classical trajectories in an extended ring-polymer phase space. It exhibits appealing features
including preservation of detailed balance, being exact in several limiting cases and it can be
run efficiently exploiting techniques known from molecular dynamics. However, the initial
formulation of RPMD is missing two important pieces to describe photochemical processes: it
is limited to the calculation of correlation functions associated with the equilibrium Boltzmann
distribution and it also does not allow for the treatment of non-Born-Oppenheimer effects. I will
present the extension of the RPMD approach to simulate processes with non-equilibrium initial
conditions. Furthermore, I will introduce ideas to treat non-Born-Oppenheimer effects within
RPMD. The prospects of combining these developments to describe photoexcited processes is
investigated.
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What we can learn from comprehensive benchmark studies: insights for method
developers and users

Lars Goerigk1

1Melbourne Centre for Theoretical and Computational Chemistry, School of Chemistry, The
University of Melbourne, Melbourne, Victoria 3010, Australia

After its publication in 2011, the GMTKN30 benchmark database for general main-group ther-
mochemistry, kinetics and noncovalent interactions quickly became an invaluable tool for users
and developers to assess the accuracy of electronic-structure methods [1]. In this presenta-
tion, I will summarise our latest collaborative efforts in this area, which culminated in the new
GMTKN55 database [2]. Compared to its predecessor, GMTKN55 allows assessment across
a larger variety of chemical problems and offers reference values of significantly higher qual-
ity, with 1505 relative energies based on 2462 single-point calculations. I will demonstrate
the importance of better reference values in benchmark studies and re-emphasise the need for
London-dispersion corrections in density functional theory (DFT) treatments of thermochemi-
cal problems — including for Minnesota methods, which do not describe London dispersion de-
spite common belief [2, 3]. Up to date, we have established a comprehensive overview of more
than 325 variations of dispersion-corrected and uncorrected density functional approximations,
which collectively constitutes one of the most comprehensive DFT benchmark studies carried
out [2, 4, 5]. The obvious benefit of our GMTKN55 studies is that we can give clear recommen-
dations to DFT users, hopefully changing their future computational strategies. However, our
data also provide valuable insights for method developers, and I will highlight this additional
benefit of GMTKN55 with the help of two examples that represent some developers’ current
interests:

(a) Making van-der-Waals DFT computationally more efficient without compromising its po-
tential to describe noncovalent interactions [4].

(b) Providing the first fair comparison between semi-empirical and non-empirical double-hybrid
density functionals — with the latter being a highly active research area — to once and for
all answer the question which of the two approaches is more robust and reliable [5].

[1] Goerigk, L.; Grimme, S. J. Chem. Theory Comput. 2011, 7, 291.

[2] Goerigk, L.; Hansen, A.; Bauer, C.; Ehrlich, S.; Najibi, A.; Grimme, S. Phys. Chem.
Chem. Phys. 2017, 19, 32184.

[3] Goerigk, L. J. Phys. Chem. Lett. 2015, 6, 3891.

[4] Najibi, A.; Goerigk, L. manuscript in preparation.

[5] Mehta, N.; Casanova-Páez, M.; Goerigk, L. manuscript in preparation.
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What can we learn about the solvation of ions in bulk water by studying
ion-water clusters as a function of cluster size?

Prashant Kumar Gupta, János Daru, Philipp Schienbein, Dominik Marx

Lehrstuhl für Theoretische Chemie, Ruhr-Universität Bochum, D-44780 Bochum, Germany

Small ion-water clusters are excellent model systems to study microsolvation and its impact on
spectroscopic properties. It is, however, unclear to what extent such small clusters are meaning-
ful minimal models to understand bulk ion solvation, keeping in mind that it is well established
from experiments that the effect of ions on the water structure is largely limited to their first sol-
vation shells. In this study we have undertaken an extensive density functional-based ab initio
molecular dynamics study of various equilibrium structures and the corresponding THz spectra
of small water clusters of Na+, namely Na+-(H2O)n, n = 4-8,10,12,14,17 and 20. In this context,
the issue of omitting empirical dispersion interaction corrections between Na+ and H2O, turns
out to be intricate with reference to wavefunction-based benchmarks on structure and relative
energetics. Ab initio molecular dynamics simulations are performed at 300 K temperature in or-
der to probe the structural dynamics of microsolvated clusters in direct comparison to the same
ions at bulk solvation conditions. Additionally, their THz spectra are computed and also decom-
posed in terms of well-defined intra- and inter-molecular contributions including solute-solvent
couplings in order to compare those to what has been found in the bulk solvation limit. Finally,
based on the THz vibrational response due to H-bonded water molecules around Na+ in small
clusters, it is established that even such medium-sized gas-phase clusters are not representative
models to understand bulk solvation of Na+.
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Neural Network Potentials for Solvation: Protonated Water Clusters in
Superfluid Helium

Christoph Schran1, Jörg Behler2, Dominik Marx1

1Lehrstuhl für Theoretische Chemie, Ruhr-Universität Bochum, 44780 Bochum, Germany
2Universität Göttingen, Institut für Physikalische Chemie, Theoretische Chemie, Tammannstr.

6, 37077 Göttingen, Germany

Superfluid helium is a highly fascinating liquid where quantum effects are pervasive. Its many
interesting properties such as zero viscosity and vanishing friction can all be explained by the
Bose-Einstein-like condensation of 4He particles below 2.17 K in the bulk phase. Helium also
forms nanodroplets that feature superfluid behavior and can be used to solvate guest molecules.
This allows one to examine for example hydrogen bonded clusters in a gentle, ultracold envi-
ronment by infrared spectroscopy as performed in HENDI experiments [1].
However, at temperatures on the order of one Kelvin, nuclear quantum effects govern the proper-
ties and can not be neglected. Here quantum simulation techniques employing path integrals can
be used to include the quantum nature of the nuclei exactly [2]. Only recently these techniques
were extended to treat reactive solute species by coupling bosonic PIMC simulations of helium
to PIMD simulations of the solute [3, 4]. This allows one to study systems such as protonated
water clusters including their full reactivity solvated by superfluid helium. These simulations,
however, require very accurate potentials for the description of the solute as well as to link the
two regimes [5, 6].
Here we show how artificial neural networks [7, 8] can be applied to develop potential en-
ergy surfaces of protonated water clusters and interaction potentials [9] for the solvation of
these clusters by superfluid helium. The intrinsic nature of neural networks does not only allow
to represent the reference coupled cluster energies with very high accuracy, but also provides
the opportunity to easily identify missing points in configuration space and hence to keep the
number of reference calculations to a minimum. It thus provides a quasi-automated way to
quickly generate on demand specific molecule-helium interactions at the coupled cluster level.
This offers the opportunity for an unbiased and elegant access to potential energy surfaces and
solute-He interaction energies and thus to push forward our fundamental knowledge about non-
covalent interactions.

[1] J. P. Toennies, A. F. Vilesov, Angew. Chemie Int. Ed. 43, 2622- 2648 (2004).
[2] D. M. Ceperley, Rev. Mod. Phys. 67, 279-355 (1995).
[3] L. Walewski, H. Forbert, D. Marx, Comput. Phys. Commun. 185, 884-899 (2014).
[4] L. Walewski, H. Forbert, D. Marx, J. Chem. Phys. 140, 144305 (2014).
[5] A. D. Boese, H. Forbert, M. Masia, A. Tekin, D. Marx, G. Jansen, Phys. Chem. Chem. Phys. 13,

14550-14564 (2011).
[6] D. Kuchenbecker, F. Uhl, H. Forbert, G. Jansen, D. Marx, Phys. Chem. Chem. Phys. 19, 8307-

8321 (2017).
[7] J. Behler, M. Parrinello, Phys. Rev. Lett. 98, 146401 (2007).
[8] J. Behler, Angew. Chem. Int. Ed. 56 12828 (2017).
[9] C. Schran, F. Uhl, J. Behler, D. Marx, J. Chem. Phys. 148, 102310 (2018).
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Bonding and stability analysis of tetravalent f-element complexes with mixed N-,
O-donor ligands

Roger Kloditz, Thomas Radoske, Michael Patzschke, Thorsten Stumpf

Helmholz-Zentrum Dresden-Rossendorf, Institut für Ressourcenökologie, Bautzner
Landstr. 400, 01328 Dresden, Germany

The contribution of the f-orbitals leads to a very rich chemistry of the f-elements[1] where it is
known that this contribution is less important for lanthanides. Of special interest is the influence
of these orbitals on the bonding character of actinides and lanthanides with organic ligands re-
flecting natural bonding motifs.
This study shows the different bonding behaviour of tetravalent f-elements with Schiff bases,
like salen (see Fig. 1) and derivatives, by means of real-space bonding analysis. This includes
the popular quantum theory of atoms in molecules (QTAIM), plots of the non-covalent inter-
actions (NCI)[2] and density differences complemented by natural population analysis (NPA).
Thermodynamic calculations on the stability of these complexes are presented. The obtained
results are a direct consequence of the different interaction strengths of the f-elements.
First studies reveal a strong interaction of the actinides, i.e. Th to Pu, with the oxygen of salen
characterized by a high electron density concentration between the atoms. In contrast, the inter-
action between the actinides and the nitrogen of salen is much weaker.
By acquiring knowledge about the different behaviours of bonding and complexation it is possi-
ble to understand the chemical properties of the f-elements and predict yet unknown complexes.

Figure 1: Molecular structure of [MCl2(salen)(thf)2], with M = Ce, Th, Pa, U, Np, Pu.

[1] Dognon J.-P. Coord. Chem. Rev. 2014, 266-267, 110-122.

[2] Contreras-Garcia J. et al. J. Chem. Theory Comput. 2011, 7, 625-632.

111



8. Poster Abstracts

P19

Why does my back hurt: A systematic study of OCS complexes.

Peter Kraus1, Daniel A. Obenchain2, Irmgard Frank1

1Theoretical Chemistry, Leibniz Universität Hannover, Callinstraße 3A, 30167 Hannover
2Institut für Physikalische Chemie und Elektrochemie, Leibniz Universität Hannover,

Callinstraße 3A, 30167 Hannover

Despite being a known nerve agent, carbonyl sulphide (OCS) is a gas that is perhaps overstudied
in rotational spectroscopy. However, some of its complexes, such as the Xe–OCS complex, have
not been previously investigated, while large uncertainties remain in the experimental structure
of the He–OCS complex. Therefore, we present a systematic computational study of the rare
gas (Rg) – OCS complexes, including the He, Ne, Ar, Kr, Xe, and Hg dimers, supported by an
experimental investigation of the Xe–OCS dimer.
An accurate experimental ground state averaged structure (r0) and a near-equilibrium structure
(rm) was obtained for the Xe–OCS complex using Fourier-transform microwave spectroscopy.
These structures are compared to the semi-experimental equilibrium structure (rS E

e ) obtained
for Xe–OCS analogously to other Rg–OCS complexes [1], including the Ne, Ar, Kr, and Hg
complexes.
The treatment of the anharmonic vibrational contributions to the ground state-averaged struc-
tures is discussed by comparing our previous results [1] from dispersion-corrected double-
hybrid density functional theory [2, 3] with correlated wavefunction methods extrapolated to
the complete basis set limit.
Finally, a detailed analysis of the potential energy surface of the OCS complexes with He, Ne
and Ar has been performed using symmetry-adapted perturbation theory [4], allowing us to
investigate the contributions that lead to an increase in the binding energy in the complexes
down the group. The accurate potential energy surface of the He–OCS dimer, supported by the
equilibrium and ground-state average geometry obtained from correlated wavefunction theory,
allows us to discriminate between the two proposed experimental structures [5, 6].

[1] P. Kraus, D. A. Obenchain, I. Frank, J. Phys. Chem. A 2018, 122(4), 1077–1087.

[2] S. Grimme, J. Chem. Phys. 2006, 124(3), 034108.

[3] S. Grimme, J. Antony, S. Ehrlich, H. Krieg, J. Chem. Phys. 2010, 132(15), 154104.

[4] E. G. Hohenstein, C. D. Sherrill, J. Chem. Phys. 2010, 133(1), 014101.

[5] K. Higgins, W. Klemperer, J. Chem. Phys. 1999, 110(3), 1383–1388.

[6] Y. Xu, W. Jäger, J. Mol. Spectrosc. 2008, 251(1-2), 326–329.
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Modelling the structural and optical properties of supramolecular arrays  

adsorbed on hexagonal boron nitride: the effect of non-covalent interactions 
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Nicholas A. Besley1, Peter H. Beton3 and Elena Besley1 

 
1School of Chemistry, University of Nottingham, University Park,  

Nottingham NG7 2RD, United Kingdom 
2Nikolaev Institute of Inorganic Chemistry SB RAS, Academician Lavrentiev Avenue, 3, 

Novosibirsk, Russia 
3School of Physics and Astronomy, University of Nottingham, University Park,  
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Two-dimensional supramolecular assembly of organic molecules, which can be achieved on a 

wide range of different substrates, provides a highly flexible route to control the spatial 

organization of adsorbates and the chemical functionality of a surface. 

We present results of our recent computational studies based on the density functional theory, 

which were focused on modelling the structural and optical properties of different molecular 

arrays adsorbed on hexagonal boron nitride. [1,2] 

We discuss how non-covalent interactions influence the structure of adsorbed perylene and 

porphyrin derivatives in their ground and excited states and the corresponding absorption and 

fluorescence energies. 

 

 

The Leverhulme Trust is acknowledged for providing financial support under the grant RPG-

2016-104. EB acknowledges ERC Consolidator grant (307755 FIN). 

 

 

[1] V. V. Korolkov et al., ACS Nano. 2015, 9, 10347. 

[2] J. Kerfoot et al., submitted. 
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Vibrational Spectroscopy and Dynamics of the Hydroxylated α-Al2O3(0001)
Surface with (and without) Water: Insights from Ab Initio Molecular Dy-
namics

Giacomo Melani1, Yuki Nagata2, Jonas Wirth1, Peter Saalfrank1

1 Theoretical Chemistry, Institut fr Chemie, Universitt Potsdam, Karl-Liebknecht-Strae 24-25, D-14476
Potsdam-Golm, Germany
2 Department of Molecular Spectroscopy, Max Planck Institute for Polymer Research, Ackermannweg
10, D-55128 Mainz, Germany

Understanding water interactions with metal oxide surfaces [1] (such as aluminum oxide,
Al2O3) is of importance both for fundamental reasons and for technological applications. To
unravel the details of such interactions, spectroscopic methods in the form of vibrational (IR)
spectroscopy or, as surface-sensitive tool, Vibrational Sum Frequency (VSF) generation spec-
troscopy [2,3] are powerful experimental techniques which have been applied with great suc-
cess.

However, the interpretation of vibrational spectra is typically hard and requires theoretical sup-
port. On the simplest level of theory, simple Normal Mode Analysis (NMA) is performed in
order to do so. This approach lacks inclusion of anharmonicities, thermal motion, and spec-
troscopic selection rules, however, which can be decisive. These features are accessible, in
principle, by (classical) correlation function approaches [4] which can be evaluated by Ab Ini-
tio Molecular Dynamics (AIMD).

Here we apply recently proposed, efficient methods based on velocity-velocity autocorrela-
tion functions (VVACFs) [5] to compute vibrational spectra (IR and VSF) of hydroxylated
α-Al2O3(0001) surfaces with and without additional water [6]. We compare the validity of
NMA and of Vibrational Density of States (VDOS) curves to predict / interprete IR and VSF
spectra at finite temperature which we determine by VVACF-based AIMD. Further, a detailed
assignment of vibrational signals is given, with special emphasis on the key role played by
surface OH bonds, their dynamical behaviour and the effects brought in by H2O adsorption.
When possible, a connection to recent experiments [7,8] is made.

Further theoretical efforts are spent to address the vibrational relaxation and lifetimes of sur-
face OH-species, whose dynamics is followed by pump-probe VSF-measurements. We again
employ AIMD simulations to investigate the structural properties of hydroxylated α-alumina
surface which can influence the energy pathways of excited OH bonds. We then propose life-
times in qualitative agreement with time-resolved experiments [9].

[1] Olle Bjrneholm et al, Chem. Rev., 116(13):7698, 2016.
[2] Fivos Perakis et al, Chem. Rev., 116(13):7590, 2016.
[3] Paul A. Covert et al, Ann. Rev. Phys. Chem., 67(1):233, 2016.
[4] B. J. Berne et al, Adv. Chem. Phys., 27:64, 1970.
[5] Tatsuhiko Ohto et al, J. Chem. Phys., 143(12):124702, 2015.
[6] Giacomo Melani et al, submitted, 2018.
[7] Luning Zhang et al, J. Am. Chem. Soc., 130(24):7686, 2008.
[8] Yujin Tong et al, J. Chem. Phys., 114(12):054704, 2015.
[9] Aashis Tuladhar et al, J. Phys. Chem. C, 121:5168, 2017.

This abstract was scaled because it exceeded the allowed page size.
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Linear and Quadratic icMRCC approximations

Joshua A Black1, Andreas Köhn1

1Institut für Theoretische Chemie, Universität Stuttgart

Internally contracted multireference coupled-cluster (icMRCC) allows for the description of
both dynamic and non-dynamic correlation within the molecular wavefunction. Capturing both
correlation effects is essential in accurately describing chemical phenomena such as bond break-
ing and formation, excited states, radical species and molecular complexes. With size extensiv-
ity and orbital invariance, icMRCC provides a rigorous way of combining the properties of
single-reference coupled-cluster into a multireference context.
However, due to the addition of the active orbital subspace, the number of unique terms that
are required to be evaluated in the energy and amplitude equations grows rapidly, even after
truncation of terms quadratic in the amplitudes. This can be up to 105 times more terms than
the corresponding single-reference coupled-cluster methods.
As a result, linear and quadratic approximations have been developed which aim to decrease the
computational expense and increase the scope and usage of icMRCC to larger molecular sys-
tems. These have been inspired by older methods, like the well known CEPA(0) approximation,
and justified using many-body perturbation theory.
These new approximations are benchmarked against FCI, for a series of diatomic systems, to
investigate accuracy and the contribution individual terms have in the amplitude and energy
equations. The chemistry of larger molecular structures are also investigated, which suggests
the future use of these approximations.
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The Master Factors Influencing the Potency of BACE-1 Alzheimer Inhibitors: 

Computational & Molecular Docking Studies 

 

Mohamed K. Awad, Faten M. Atlam 
Chemistry Department, Theoretical Applied Chemistry Unit (TACU),  

Faculty of Science, Tanta University, Tanta, Egypt 

 

Density functional theory (B3LYP/6-31G (d)) is performed to study the effect of molecular 

and electronic structures of the investigated BACE-1 Alzheimer inhibitors on their biological 

activities and discuss the correlation between their inhibition efficiencies and quantum 

chemical descriptors.  IC50 values of the investigated compounds are mostly affected by the 

substituted R2 Phenyl (S2) moiety. The calculations show that the presence of electron 

withdrawing group increases the biological activity. SAR studies show that the electronic 

descriptors, EHOMO, ∆E, lipophilicity, hardness and ionization potential index, are the most 

significant descriptors for the correlation with the biological activity. Molecular docking 

simulation is performed to explain the mode of interaction between the most potent drug and 

the binding sites of BACE-1 target. A good correlation between the experimental and 

theoretical data confirms that the quantum chemical methods are successful tools for the 

discovery of novel BACE-1drugs.  
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Low-lying Electronic States of the Molecules ABn
(A = Sc – Ni, B = Cu/Ag/Au, n = 1, 2)

Davood Alizadeh Sanati, Dirk Andrae

Institute of Chemistry and Biochemistry, Freie Universität Berlin,
Takustraße 3, 14195 Berlin, Germany

Small molecules formed by the atoms of the d-block elements are building blocks for catalyti-
cally and photochemically active systems, for nanostructured materials, and for electronic and
magnetic devices that receive considerable attention in both fundamental and applied research.[1]
Diatomic Molecules AB: Full potential energy curves, in both Λ–S and Ω representations, of
the low-lying electronic terms of the diatomic molecules AB (A = Sc – Ni, B = Cu/Ag/Au) have
been constructed using the multi-reference configuration interaction (MRCI) techniques. Scalar
relativistic effects were included by use of the spin-free Douglas-Kroll-Hess (DKH) Hamilto-
nian, and spin-orbit coupling was subsequently incorporated perturbatively via the spin-orbit
terms of the Breit-Pauli Hamiltonian based on the CASSCF wavefunctions.
Triatomic Molecules AB2: Λ–S potential energy surfaces, E(θ,r;2S+1Γ) and E(r1,r2; 2S+1Γ), for
the ground and low-lying electronic states of the triatomic molecules AB2 have been determined
at the MRCI/DKH level of theory and using 3D spline interpolation over ≈ 230 symmetry-
unique ab initio points. E(θ,r;2S+1Γ), where θ is the ∠BAB angle (40◦ ≤ θ ≤ 180◦), r is the
B–A (or A–B) distance (2 ≤ r ≤ 3 Å), and 2S+1Γ is the given Λ–S electronic state, provides
an unbiased representation covering the C2v and D∞h symmetries corresponding to the bent and
linear B–A–B structures, respectively. E(r1,r2;2S+1Γ), where r1 is the A–B distance and r2 is
the B–B distance (≈ 2.2 ≤ r1, r2 ≤ ≈ 3.3 Å), represents the C∞v symmetry correspond-
ing to A–B–B. These potentials were assumed to possess the global minimum and allowed us
to determine (predict) the potential minimum (ground state) as well as several low-lying sta-
tionary points (isomers). Although, regardless of the electronic states, the energy differences
between the low-lying isomers are miserably small for some cases, our accurate description of
the electronic wavefunctions via correlating all valence electrons at the MRCI level of theory
provides a unique broad representation. This, at the same level of theory, enables us to com-
pare energies of different symmetries (D∞h,C∞v,C2v), to estimate the transition barriers for a
few symmetry-restricted reaction channels, and to relate the energy of the ground state to that
of various supreme asymptotes: AB(X2S+1Λ) + B(2S), A(2S+1L) + B2(X1Σ+

g ), and A(2S+1L) +

B(2S)×2. Similar to diatomic molecules AB, results of which are the cornerstones for those of
AB2, strong similarities exist between the electronic structure of ACu2, AAg2, and AAu2.

[1] (a) Sellmyer, D., Skomski, R., eds. Advanced Magnetic Nanostructures, Springer, New
York, 2006. (b) Astruc, D., Organometallic Chemistry and Catalysis, Springer, Berlin,
2007. (c) Jo, Y. H. et al. J. Nanosci. Nanotechnol. 2011, 11, 1037. (d) Morse, M. D.
Chem. Rev. 1986, 86 (6), 1049–1109.
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On the automatic computation of global intermolecular potential energy surfaces
for non-covalently bound systems

S. Kopec1, R. L. Panadés-Barrueta1, D. Peláez1

1Laboratoire de Physique des Lasers, Atomes et Molécules, Université de Lille, France

A detailed knowledge of the topography of a Potential Energy Surface (PES) is a highly desir-
able prerequisite for the simulation of any dynamical process. Topography on its own, however,
does not fully determine the (quantum) behaviour of a system and dynamical calculations be-
come mandatory [1, 2]. Characterisation of the topography of a PES is a tedious task and, for
large dimensional systems, not an evident one. In recent years, a series of methodologies for
the automatic determination of stationary points for covalently bound systems have been pro-
posed. Among them, the so-called Transition State Search using Chemical Dynamics Simula-
tions (TSSCDS) [3] relies on the efficient sampling of configuration space using a semiempirical
level of theory combined with a graph-theory (adjacency matrix) based identification of guess
structures to transition states (TS). The latter are subsequently optimized at an appropriate level
of theory and Minimum Energy Paths are computed, thus generating the so-called reaction net-
work (RXN). We have recently developed the vdW-TSSCDS method, a variant of TSSCDS,
specifically designed for the automatic characterization of PESs of non-covalently bound sys-
tems [4]. The key idea has been the redefinition of the adjacency matrix in block-diagonal
structure where diagonal blocks correspond to isolated fragments and off-diagonal blocks to
intermolecular interactions. We have successfully applied this approach to semirigid-monomer
complexes (e.g. benzene-water) as well as to reactive systems (e.g. naphthalene cation plus hy-
drogen). We present the vdW-TSSCDS method and its application to the construction of global
PESs. More specifically, PESs in the form necessary for high-dimensional quantum dynam-
ical calculations in the context of the Multiconfiguration Time-Dependent Hartree (MCTDH)
method [5]. To this end, the information of the RXN is used to reparametrize a semiempirical
Hamiltonian which is interfaced to the tensor decomposition algorithm Multigrid POTFIT [6].
This provides the PES in the correct mathematical form for MCTDH.

[1] M. E. Tuckerman, D. Marx, M. L. Klein, M. Parrinello, Science 1997, 275, 817.

[2] D. Peláez, H.-D. Meyer, Chem. Phys. 2017, 482, 100.

[3] E. Martínez-Núñez, J. Comp. Chem. 2015, 36, 222.

[4] S. Kopec, E. Martínez-Núñez, J. Soto, D. Peláez, (submitted).

[5] M. H. Beck, A. Jäckle, G. A. Worth, H.-D. Meyer, Phys. Rep. 2000, 324, 1

[6] D. Peláez, H.-D. Meyer, J. Chem. Phys. 2013, 138, 014108.
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Dispersion-Corrected Noncovalent Interaction Energies from a
Hybrid First-Principles–Gaussian Process Model

Jonny Proppe1,2, Stefan Gugler1, Markus Reiher1

1Laboratory of Physical Chemistry, ETH Zurich, Vladimir-Prelog-Weg 2,
8093 Zurich, Switzerland

2Current Address: Department of Chemistry and Chemical Biology, Harvard University,
12 Oxford Street, Cambridge, MA 02138, United States

We apply Gaussian process (GP) regression to correct for systematic errors in noncovalent in-
teraction energies derived from first-principles models [1]. Unlike other established machine
learning methods, GP regression does not only provide predictions/corrections but also esti-
mates the associated uncertainty, which can be used to decide whether a correction for a new
(supra)molecular structure is reliable or not. Analogously to the popular class of semiclassical
London dispersion correction models, our GP model is trained on differences between approxi-
mate and reference interaction energies, here, obtained from PBE-D3(BJ)/ma-def2-QZVPP and
DLPNO-CCSD(T)/CBS calculations, respectively. We introduce a data set containing noncova-
lent interaction energies for 1250 molecular dimers, which resemble those systems contained in
the S66 database. Our systems do not only represent equilibrium structures, but also dimers at
shorter and longer distances as well as different orientations and conformations. As with many
physics-based machine learning models of chemical phenomena, the independent variables (fea-
tures) of our GP model represent atomic interactions. We additionally require that the features
are exclusively derived from the approximate model to be corrected. Accordingly, we only add
information to our features that is contained in the D3(BJ) model, rendering our GP predictions
essentially “self-corrected” DFT-D3(BJ) energies. Training our GP model on feature–energy
pairs of about 100 dimers, we find an up-to-10-fold improvement over PBE-D3(BJ) interaction
energies for the remaining dimers. We also find that — for a given application domain — our
GP-corrected energies are insensitive toward the actual parametrization of the D3(BJ) model,
which is in clear contrast to DFT-D3(BJ)-corrected energies [2]. Given that the GP-estimated
uncertainty for a correction is above a user-defined threshold, one can simply update the GP
model by adding the corresponding feature–energy pair to the training set, which will improve
corrections for similar systems. This important quality assessment, which established London
dispersion correction models lack, renders our GP approach suitable for an on-the-fly improve-
ment of noncovalent interaction energies.

[1] Proppe, J., Gugler, S., Reiher M. to be submitted.

[2] Weymuth, T., Proppe, J., Reiher M. J. Chem. Theory Comput. 2018, 14, 2480.
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Photochemistry of Organic Molecules in Ionic Environment:  

Experimental-Theoretical Investigation of Aerosol Models 
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Aerosols are small particles composed mainly of organic 

molecules, inorganic ions, and water. They play an important 

role in the atmosphere, form haze, fog or smog, and affect 

human health. They also represent a tangible example of the 

influence of the environment on adsorbed organic molecules. It 

is well known that aerosol chemistry is governed by the 

particle composition [1]. However, aerosol photochemistry on 

the molecular level is largely unexplored. 

 

In this contribution, we present mass spectrometric 

investigations performed on an FT-ICR spectrometer, coupled 

to a tunable UV/VIS Optical Parametric Oscillator. Ab initio 

calculations (TDDFT, EOM-CCSD, CASSCF, MRCI along 

with reflection principle for spectra modelling) are performed 

to explain the experimental findings and to develop a 

molecular level understanding of photochemical processes in 

aerosols. We discuss the photochemistry of the glyoxylate 

anion and its change after complexing with NaCl 

(Figure 1) [2], showing that the ionic environment supports 

the CO2
-• dissociation channel and stabilizes this radical ion in 

the cluster. We also investigate IR and UV spectra of 

camphor, formate, and pyruvate adsorbed on NaI clusters that 

enable us to analyze the interaction between the organic 

molecule and the salt cluster [3]. 

 

 

 

       [1] M. L. Hinks, J. Montoya-Aguilera, L. Ellison, P. Lin, A. Laskin, J. Laskin, M. 

Shiraiwa, D. Dabdub, and S. A. Nizkorodov Atmos. Chem. Phys. 2018, 18, 1643. 

       [2] N. K. Bersenkowitsch, M. Ončák, C. van der Linde, A. Herburger, M. K. Beyer Phys. 

Chem. Chem. Phys. 2018, 20, 8143. 

       [3] N. K. Bersenkowitsch, M. Ončák, J. Heller, C. van der Linde, M. K. Beyer 2018, 

submitted. 

Figure 1 – Photochemistry of glyoxylate 

anion, Na.glyoxylate cluster and 

[Na6Cl4.glyoxylate]+. Calculated at the 

CASSCF(6,6)/def2-TZVP,ECP(Na,Cl) 

level of theory (lines) and recalculated at 

the respective MRCI level (crosses). 

This abstract was scaled because it exceeded the allowed page size.
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Proton-irradiated ice: electronic excitations via Real-Time TDDFT

Daniel Muñoz-Santiburcio

Theory group, CIC nanoGUNE, Tolosa Hiribidea 76, 20018 San Sebastián, Spain

Ion irradiation of water systems is receiving an increasing attention due to many important
applications, such as radiation damage of biological tissues or radiation treatment of tumors,
both cases involving systems with a high content of liquid water.
For the case of ice, describing its interaction with highly energetic particles at the atomistic
and electronic scale is of paramount importance to understand many astrophysical/chemical
processes taking place in interstellar dust, comets, asteroids and satellites which are exposed to
such particles due to the action of solar wind, cosmic rays or strong magnetospheres.
Here I will show the results of Real-Time Time-Dependent-DFT calculations [1] where the
irradiation of ice with highly energetic protons is simulated in real time via Ehrenfest MD,
following the excitations of the electronic subsystem in the ice sample promoted by the passing
of the proton projectile. This allows a deep understanding of the process, allowing us not only
to precisely compute the energy absorbed by the target, but also to obtain a chemically intuitive
picture of which kind of electrons in the system (either ‘lone pairs’ or ‘bonding pairs’ electrons)
are more likely to get excited, ultimately leading to ionization of the ice target. The influence of
factors such as the trajectory and energy of the incoming proton will be also disclosed, helping
to fill a gap in the current experimental and theoretical knowledge of this process.

Figure 1: a) Excitation distribution at different instants P(E)t in comparison to the total DOS of
the unperturbed ice sample. b) Electronic density difference (yellow/blue: charge ac-
cumulation/depletion) of the excited ice system upon irradiation with a 50 keV proton
(green) with respect to the ground state.

[1] Muñoz-Santiburcio, D. and Artacho, E. (In preparation)
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Deep Eutectic Solvents: Similia Similibus Solvuntur?

Stefan Zahn1

1Leibniz Institute of Surface Engineering (IOM)
Permoserstraße 15, 04318 Leipzig, Germany

Deep eutectic solvents, mixtures of an organic compound and a salt with a deep eutectic melting
point, are promising cheap and eco-friendly alternatives to ionic liquids. Most popular are
mixtures of choline chloride, which is a provitamin produced on the megaton scale and forms a
deep eutectic solvent with diverse cheap organic compounds. Within our contribution, we will
present the results of the first ab initio molecular dynamics simulation studies of deep eutectic
solvents focussing on the origin of the low melting point of reline, a mixture consisting of
choline chloride and urea in a 1:2 ratio.
The negative charge transferred from the anion to the organic compound is overall negligible
and, thus, cannot contribute to the low melting point.[1] However, not solely hydrogen bonds
allow similar interactions between both constituents. The chloride anion and the oxygen atom of
urea also show a similar spatial distribution close to the cationic core of choline due to a similar
charge located on both atoms. As a result of multiple similar interactions, clusters migrating
together cannot be observed in reline which supports the hypothesis similia similibus solvuntur.
In contrast to previous suggestions, the interaction of the hydroxyl group of choline with a
hydrogen bond acceptor is overall rigid. Fast hydrogen bond acceptor dynamics is facilitated by
the hydrogen atoms in the trans position to the carbonyl group of urea which contributes to the
low melting point of reline.[2]

[1] S. Zahn, B. Kirchner, D. Mollenhauer, ChemPhysChem 2016, 17, 3354–3358

[2] S. Zahn, Phys. Chem. Chem. Phys. 2017, 19, 4041–4047
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Taking Advantage of Host-Guest Interactions to Make the Undetectable 
Detectable in 19F NMR 

 
Mark A. Iron1 

 
1Computational Chemistry Unit, Department of Chemical Research Support, Weizmann 
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Host-guest interactions often are dominated by noncovalent interactions between the 
constituent components. Recently, we used the dynamic nature of the host-guest interactions 
between cucurbit[n]uril (CB[n]) hosts – which form a cylindrical cavity – and fluorinated small 
molecules (in particular, halothane – 2-bromo-2-chloro-1,1,1-trifluoroethane) to demonstrate 
how one can use magnetization transfer in a 19F NMR study to detect otherwise undetectable 
species.[1] The transient nature of the guest molecule in the CB[n] channel allows for transfer 
of magnetization to the free guest population to allow detection of the hosted guest. In such a 
manner, a signal amplification of 100-fold was achieved.[1] This was followed up by 
demonstrating how exchange rates can be measured using this technique.[2] 
 
Here we present our results into the study of the host-guest nature of these and related 
complexes and the exchange of the guest molecules. Various methods were used, including 
density functional theory, Grimme’s extended tight-binding method for noncovalent 
interactions (GFN-xTB)[3] and Grimme’s quantum mechanically derived force field 
(QMDFF).[4] 

 
Figure 1. Using magnetization transfer to detect the signal of halothane@CB[8] in 19F NMR 
(source: reference [1]). 
 
       [1] Avram, L., Iron, M. A., Bar-Shir, A. Chem. Sci. 2016, 7, 6905. 
       [2] Avram, L., Wishard, A. D., Gibb, B. C., Bar-Shir, A. Angew. Chem. Int. Ed., 2017, 56, 
15314. 
       [3] Grimme, S., Bannwarth, C., Shushkov, P, J. Chem. Theory Comput. 2017, 13, 1989. 
       [4] Grimme, S. J. Chem. Theory Comput. 2014, 10, 4497. 
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QM/MM Photodynamics of Retinal Proteins with the OMx-MRCI Method 

Oliver Weingart1, Irina Dokukina1, Dennis Dombrowski1, Elisa Pieri2, Nicolas
Ferré2, Artur Nenov3, Marco Garavelli3
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Düsseldorf, Universitätsstr. 1, 40225 Düsseldorf, Germany

2Institut de Chimie Radicalaire, Université Aix-Marseille, Marseille, Av. Esc. Normandie
Niemen, 13397 Marseille Cedex 20, France

3Dipartimento di Chimica Industriale "Toso Montanari", Universita' degli Studi di
Bologna,Viale del Risorgimento, 4 ,40136 Bologna, Italia

The  conjugated  retinal  chromophore  is  the  photoactive  component  in  various  receptor
proteins found in Nature. Its all-trans form e.g. steers proton pumping in bacteriorhodopsin
(bR) or cation-channel opening in channelrhodopsins (ChRs). 11-cis retinal triggers vision in
mammalian and invertebrate rhodopsins (Rh). Absorption properties and reactivity of retinal
are tuned through electrostatic and steric interactions with its protein binding pocket. After
photoexcitation, the chromophore undergoes ultrafast and efficient all-trans to 13-cis (bR,
ChR)  or  11-cis to  all-trans (Rh)  photoisomerization.  This  structural  change  induces
rearrangements  in  the  protein that  activate  it  for  the  corresponding function.  A thorough
understanding  of  the  chromophore-protein  interactions  is  necessary  to  suggest  sensible
modifications  for  optimized  biotechnical  or  biomedical  applications.  The  investigation  of
retinal photodynamics so far has been pursued with CASSCF or CASPT2 ab initio strategies.
These methods can provide accurate results [1,2] but are computationally highly demanding.
We have tested the suitability of the semiempirical OMx-MRCI method developed by Thiel et
al.  [3]  for  simulating  retinal  photodynamics  within  a  QM/MM  environment.  A  newly
developed interface  to  the  COBRAMM QM/MM suite  [4]  allows  us  to  perform surface
hopping simulations using the semiempirical MNDO package and the molecular mechanics
program Amber.  [5]  With  this  methodology  we  have  investigated  the  photodynamics  of
retinal in bovine rhodopsin, the ChR chimera C1C2, bR and anabaena sensory rhodopsin. 

[1] Polli, D.; Altoè, P.; Weingart, O.; Spillane, K. M.; Manzoni, C.; Brida, D.; Tomasello, G.;
Orlandi, G.; Kukura, P.; Mathies, R. a.; Garavelli, M.; Cerullo, G.  Nature 2010,  467, 440–
443.
[2] Polli,  D.;  Weingart,  O.;  Brida,  D.; Poli,  E.;  Maiuri,  M.; Spillane, K. M.; Bottoni,  A.;
Kukura, P.; Mathies, R. A.; Cerullo, G.; Garavelli, M.  Angew. Chemie - Int. Ed.  2014, 53,
2504.
[3] Tuttle, T.; Thiel, W. Phys. Chem. Chem. Phys. 2008, 10, 2159–2166.
[4] Weingart, O.; Nenov, A.; Altoè, P.; Rivalta, I.; Segarra-Martí, J.; Dokukina, I.; Garavelli,
M. J. Mol. Model. 2018, accepted for publication.
[5]  Case,  D.  A.;  Darden,  T.  A.;  Cheatham,  T.  E.;  Simmerling,  C.  L.  et  al.  Amber  16.
University of California, San Francisco 2016.
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Proton Mobility in Aqueous Systems: Combining ab-initio Accuracy with
Millisecond Timescales

Gabriel Kabbe1, Christian Dreßler1, Daniel Sebastiani1

1Chemistry Departement, MLU Halle-Wittenberg, 06120 Halle(Saale), Germany

We present a multiscale simulation of proton transport in liquid water, combining ab-initio
molecular dynamics simulations with force-field ensemble averaging and kinetic Monte-Carlo
simulations. This unique Ansatz allows for ab-initio accuracy incorporating the femtosecond
dielectric relaxation dynamics of the aqueous hydrogen bonding network, and bridges the time-
scale gap towards the explicit simulation of millisecond diffusion dynamics.

[1] Kabbe, G.; Dreßler, C.; Sebastiani, D. Phys. Chem. Chem. Phys., 2017,19, 28604-28609
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Local XA Spectroscopy: A Database Approach to Carbogenic Materials

Fabian Weber1, 2, Jian Ren1, 3, Tristan Petit1, Annika Bande1

1Institute of Methods for Material Development, Helmholtz-Zentrum Berlin für Materialien
und Energie GmbH, Albert-Einstein-Str. 15, 12489 Berlin, Germany

2Department of Chemistry and Biochemistry, Freie Universität Berlin, Takustr. 3, 14195
Berlin, Germany

3Department of Physics, Freie Universität Berlin, Arnimallee 14, 14195 Berlin, Germany

Carbogenic materials like Graphene Oxide (GO) quantum dots have proven to be a versatile ma-
terial for interesting applications such as photocatalytic water splitting[1]. Due to the defectuous
nature of GO derived materials[2], it has however not been possible yet to fully understand what
structural features are causing their unique chemical and physical properties.
Bearing to the surrounding sensitivity of X-ray absorption (XA) spectroscopy, we establish
a time-dependent density functional theory (TDDFT) approach to probe the constitution of
specific atoms in model systems in a meaningful way. Here, we compute localized core-
excitation absorption spectra of carbon 1s orbitals at single atoms and correlate several hundreds
of individual-atom spectra to their respective local chemical environments.
Since localized carbon K-edge XAS-spectra have shown to be surrounding sensitive to up to
approximately three chemical bonds[3], we may use a multitude of model systems of relatively
small size to produce a database of locally distinguishable spectra that each then represent a
specific functionalization pattern. From this database we may then compose both experimental
as well as theoretical spectra and thus identify prominent functional groups in even defectuous
materials.

[1] Yeh, T.-F., Cihlàř, J., Chang, C.-Y., Cheng, C., Teng, H., Mater. Today, 2013, 16, 78.

[2] Dreyer, D. R., Park, S., Bielwski, C. W., Ruoff, R. S., Chem. Soc. Rev., 2010, 39, 228.

[3] Weber, F., Ren, J., Petit, T., Bande, A., in preparation
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Non-covalent interactions in switchable supramolecular systems

Felix Witte1, Hendrik V. Schröder1, Christoph A. Schalley1, Beate Paulus1

1Freie Universität Berlin, Institute for Chemistry and Biochemistry, Takustr. 3, 14195 Berlin,
Germany

In the realms of supramolecular chemistry we strive to mimic macroscopic devices on a micro-
scopic level. Here we report a supramolecular system, a [3]rotaxane, capable of performing a
mechanical motion at the nano-scale level similar to that of a friction clutch encountered in mod-
ern vehicles. This "molecular friction clutch" can switch between two locally stable geometries
(clutched and declutched) via electrochemical oxidation and reduction. The key to understand-
ing this property lies within the non-covalent interactions present in the molecule, depending
on its overall charge state. Quantum chemical calculations were performed to support experi-
mental findings and gather information not accessible by experiment. Particular attention was
paid to the non-covalent interactions between the two TTF (Tetrathiafulvalene: marked in yel-
low in figure below) moieties attached to the structure as those were the key components for the
switchability of the supramolecule.

Figure 1: Switching a redox-active [3]rotaxane between two locally stable geometries
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A study of interaction between Au nano particles and some nanoscale surfaces  
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Nano particles have been used as catalysts for a long time[1]. The decreaseing of  size, 

besides increasing the surface area, is expected to make the catalytic active sites on the metal 
surface readily available to ariving reagents. Even noble metals such as gold in their 

decreased size to nanometer are used  as catalysts[2]. In addition to, cobalt, and iron have also 

been utilized  as catalyst in for preparing carbon and silicon nanotubes[3].In industrially 
catalytic application heat-stable Au-based catalysts is crucial role. So, in our work, we 

investigate stability of Au nanoparticles on the different nanoscale surfase (graphene, Si3N4, 

SiO2) using molecuoar dynamic simulation . Also thermodynamic properties e.g melting 

point, heat capasity and thermal conductivity are measured for alone Au nanoparticles and 
with surfaces. Results show melting point for Au nanoparticles with surface decrease compare 

to alone nanoparticles (figure1). Changes of heat capacity with increasing temprature show 

transition phase is first order (figure 2).Thermal conductivity decrease with increasing 
temprature for all Au based surfaces(figure3).  

 
 

 
 

 [1] Davis, S. C.; Klabunde, K. J. Chem. ReV. 1982, 82, 153-208.  

 [2] Sanchez, A.; Abbet, S.; Heiz, U.; Schneider, W.-D.; Hakkinen, H.; Barnett, R. N.;                                               
Landman, U. J. Phys. Chem. A 1999, 103, 9573-9578. 

[3] Hu, J.; Odom, T. W.; Lieber, C. M. Acc. Chem. Res.1999, 32, 435-445 

       rtolas, B. Mayoral, A.  Arenal, R. Solsona, B. Moragues, A.       -             

     s, P. Hungría, A. B. Taylor, S. H. García, T.  ACS Catal.  2015, 5, 1078. 
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Revisiting the Canonical Product Format for Full Configuration Interaction

Johann V. Pototschnig1, Alexander A. Auer1

1Max-Planck-Institut für Kohlenforschung, Kaiser-Wilhelm-Platz 1, 45470 Mülheim an der
Ruhr, Germany

Currently, there is strong interest in low-scaling electronic structure methods that allow the
accurate treatment of extended systems. This can be achieved by local correlation methods,
which have matured to a point where they can routinely be applied in standard applications
of single reference methods, e. g. DLPNO-CC or PNO-LCC[1]. The treatment of strongly
correlated systems, however, that typically require methods like CASSCF, are still limited by the
number of electrons that can be included in the computation. One possibility to compute larger
systems is a stochastic solution as formulated within the framework of FCIQMC[2]. Another
approach is to use tensor decompositions for the representation of the wave function. The matrix
product state is a possible choice[3], which is commonly used in DMRG[4].
In this work we want to explore the potential of the canonical product (CP) tensor format for full
configuration interaction (FCI) computations, an alternative having a low scaling with the num-
ber of electrons. In a recent proof-of-principle publication this combination was successfully
applied to small systems[5]. The computation times are currently larger than standard imple-
mentations of FCI in quantum chemistry packages and it is an open question if system sizes can
be reached, where the advantageous scaling of this method becomes decisive. We will address
the advantages and disadvantages of various algorithms. Special attention will be given to avoid-
ing rank reduction procedures, which have been the bottleneck of the first implementation[5].
An attempt will be presented to reduce the computing time by using configuration interaction
singles and doubles to precondition the equations in the CP tensor format.

[1] a) Liakos, D. G.; Neese, F.; J. Chem. Theory Comput., 2015, 11, 4054-4063; b) Schwilk,
M.; Ma, Q.; Köppl, C.; Werner, H.-J.; J. Chem. Theory Comput., 2017, 13, 3650-3675

[2] a) Cleland, D.; Booth, G. H.; Alavi, A. J.; J Chem. Phys., 2010, 132, 041103; b) Sharma,
S.; Yanai, T.; Booth, G. H.; Umrigar, C. J.; Chan, G. K. L.; J. Chem. Phys., 2014, 140,
104112

[3] Benedikt, U.; Auer, H.; Espig, M.; Hackbusch, W. and Auer, A. A.; Mol. Phys., 2013,
111, 2398-2413

[4] a) Marti, K. H.; Reiher, M.; Z. Phy. Chem., 2010, 224, 583; b) Olivares-Amaya, R.;
Hu, W.; Nakatani, N.; Sharma, S.; Yang, J.; Chan, G. K.-L.; J. Chem. Phys., 2015, 142,
034102

[5] Böhm, K.-H.; Auer, A. A. and Espig, M.; J. Chem. Phys. 2016, 144, 244102
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Si(001) defects and their impact on surface reactivity

Jan-Niclas Luy1, Ralf Tonner1

1Fachbereich Chemie, Philipps Universität Marburg, Hans-Meerwein-Str. 4, 35032 Marburg,
Germany

The Si(001) surface is well known for its high reactivity towards nucleophiles as well as elec-
trophiles [?]. This characteristic is a result of surface atoms recombining to tilted dimers with
alternating lonepair- and unoccupied p-orbitals. Unfortunately, the resulting low chemical se-
lectivity makes controlled patterning of the surface - as is desired for example in area-selective
atomic layer deposition - rather challenging.
While the presence of defects is generally considered undesirable, purposely introduced defects
may offer a remedy by locally altering reactivity. One such defect species is the missing dimer
vacancy (DV), also known as ‘A-defect’ [?]. As a result of surface preparation techniques hav-
ing matured to the point where a given sample is practically DV free [?], its electronic structure
is not well studied.
We use density functional theory based bonding analysis [?] to gain mechanistic insights into the
adsorption of small organic molecules at a DV site. In a preliminary study ethylene, acetylene
and cyclooctyne are employed as model systems for unsaturated hydrocarbons and compared to
our previous results for the ideal surface [?][?][?].
Furthermore, ab initio calculations show that the surface may be passivated with H2 in such a
way that the defect remains as the only reactive site.

Figure 1: Selective adsorption on a passivated surface with DV.

[1] Yoshinobu, J. Prog. Surf. Sci. 2004, 77, 37.
[2] Hamers, R. J.; Köhler, U. K. J. Vac. Sci. Technol A 1989, 7, 2854.
[3] Schwalb, C.H.; Lawrenz, M.; Dürr, M.; Höfer, U. Phys. Rev. B 2007, 75, 85439.
[4] Raupach, M.; Tonner, R. J. Chem. Phys. 2015, 142, 194105.
[5] Pecher, J.; Tonner, R. ChemPhysChem 2017, 18, 34 – 38.
[6] Pecher, J.; Mette, G.; Dürr, M.; Tonner, R. ChemPhysChem 2017, 18, 357 – 365.
[7] Pecher, L.; Tonner, R. Inorganics 2018, 6, 17.
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Accurate Calculation of NMR Properties with Wave Function Based Methods

Tim Stauch1, Brad Ganoe1, Joonho Lee1, Evgeny Epifanovsky2, Kochise
Bennett1, Michael Martin1, Teresa Head-Gordon1, Martin Head-Gordon1

1University of California, Berkeley, United States of America
2Q-Chem Inc., Pleasanton, California, United States of America

Nuclear Magnetic Resonance (NMR) spectroscopy is one of the most widely used analytical
tools in organic and inorganic chemistry. The chemical shielding constants and nuclear spin-
spin coupling constants obtained in NMR experiments yield valuable information on the chem-
ical environment of the nuclei under consideration. However, NMR spectra become more and
more complex with increasing system size, which necessitates the accurate quantum chemical
calculation of NMR observables to unambiguously assign experimental peaks to structural mo-
tifs. Unfortunately, no quantum chemical method exists to calculate both observables accurately
within acceptable computation time.

We have developed a general framework for the calculation of second derivatives of the energy
with respect to the magnetic field and the nuclear magnetic moments, which yields the chemical
shielding and nuclear spin-spin coupling tensors. This framework uses the pleasingly parallel
approach of finite differences, thus allowing us to rapidly screen a plethora of wave function
based methods for the calculation of NMR properties without the necessity to implement the
analytical derivative expressions.

Our focus lies on Orbital-Optimized Møller-Plesset Second-Order Perturbation Theory (OO-
MP2),[1, 2] since this method has been shown to be resistant to triplet instabilities, which
constitute a severe problem for many wave function based methods when calculating nuclear
spin-spin coupling constants. Hence, OO-MP2 holds great promise as a moderately expensive
wave function based method to accurately calculate chemical shielding constants and nuclear
spin-spin coupling constants. Our goal is to use new wave function based methods to gener-
ate high quality ab initio data to train a neural network that is able to predict NMR spectra of
intrinsically disordered proteins.

[1] R. C. Lochan, M. Head-Gordon, J. Chem. Phys. 2007, 126, 164101.

[2] W. Kurlancheek, M. Head-Gordon, Mol. Phys. 2009, 107, 1223-1232.
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Time-dependent electron momenta from Born-Oppenheimer calculations

Schaupp, T.1, Albert, J., Engel, V.1

1Institut für Physikalische und Theoretische Chemie, Universität Würzburg, Emil-Fischer-Str. 
42, 97074 Würzburg, Germany

The time-dependent expectation value of the electron momentum is zero if determined within
the Born-Oppenheimer (BO) approximation. We show that one arrives at non-zero values, if
the mean momentum is calculated from the time-derivative of the electronic coordinate. This
is illustrated for the case of a coupled electron-nuclear motion in a one- and two-dimensional
model system and also for an extended one-dimensional model with two electrons. Regarding
a situation where the BO approximation is valid, we find that the BO results are in perfect
agreement with those derived from the numerically exact calculations. This holds for cases
where the  involved wave  packets  are  well  localized  and also  if  a  large spreading  of  the
probability density occurs.

       [1] Schaupp, T., Albert, J., Engel, V. Eur. Phys. J. B (2018) 91, 97. 
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Ester-assisted folding of linear alkyl chains – a combined Raman and quantum
chemistry approach

M. Gawrilow1, M. A. Suhm1

1Institut für Physikalische Chemie, Georg-August-Universität Göttingen, Tammannstr. 6,
37077 Göttingen, Germany

When suspended in vacuum, linear alkanes assume a folded global minimum structure beyond
a chain length n = 17 ± 1[1], largely driven by London dispersion forces. Raman spectroscopy
in adiabatic gas expansions is highly suitable to study this conformational switch, which al-
lows for benchmarking theoretical methods for chain polymers in terms of segment interaction
and distortion[2–4]. Due to rather high barriers for conformational interconversion and the re-
sulting kinetic hindrance in supersonic jet experiments, it is not easy to experimentally narrow
down this critical chain length. By introducing a mid chain ester group, we expect to achieve
a sharper transition between stretched and folded conformations, because some of the torsional
barriers drop significantly. Exploratory investigations for methyl butanoate[5] and longer chain
homologs are presented and analyzed in terms of folding motifs and conformational preference.
Adequate computational levels for the description of the conformational landscape of long-chain
aliphatic esters are discussed.

[1] N. O. B. Lüttschwager, M. A. Suhm, Soft Matter 2014, 10, 4885–4901.

[2] D. G. Liakos, F. Neese, J. Chem. Theory Comput. 2015, 11, 2137–2143.

[3] N. O. B. Lüttschwager, T. N. Wassermann, R. A. Mata, M. A. Suhm, Angew. Chem. Int.
Ed. 2013, 52, 463–466.

[4] J. N. Byrd, R. J. Bartlett, J. A. Montgomery, J. Phys. Chem. A 2014, 118, 1706–1712.

[5] A. O. Hernandez-Castillo, C. Abeysekera, B. M. Hays, I. Kleiner, H. V. L. Nguyen, T. S.
Zwier, J. Mol. Spectrosc. 2017, 337, 51–58.
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REMP: A New Hybrid Perturbation Theory with Improved Prediction
Capabilities

Stefan Behnle1, Reinhold F. Fink1

1Institute for Physical and Theoretical Chemistry, Eberhard Karls University,
Auf der Morgenstelle 18, 72076 Tübingen, Germany

We present a new hybrid perturbation theory that emerges from mixing the unperturbed Hamil-
tonians Ĥ(0) of the famous Møller-Plesset perturbation theory and the "Retaining the Excitation
Degree Perturbation Theory". The latter one has been developed in our laboratory some years
ago.[1, 2] Perturbation theory is a well-established tool for incorporating electron correlation into
wavefunction methods at moderate cost. We carefully analysed the errors in the PT wave func-
tions of several perturbation theories with respect to near Full-CI wave functions in terms of
configuration state functions.[3] Based on these findings we propose a new partitioning scheme
which gives rise to results that are superior both to the parent methods as well as other well-
established PT methods like SCS-MP2. The REMP model results from adding the unperturbed
Hamiltonians of MP and RE in such a way that the one-electron part of the Hamiltonian is
conserved:

Ĥ(0)
REMP = (1 − A)Ĥ(0)

RE + AĤ(0)
MP

In contrast to SCS-MP2, REMP defines a class of proper perturbation series. It gives rise to
wavefunctions which obey the electron-electron Kato cusp condition and have well-behaved
spin properties. REMP contains only one empirical mixing parameter and no further scaling.
Like the parent method, it is size consistent, size extensive and unitary invariant.
The main goal of the parameter optimization was to reproduce the Full CI wave function as
close as possible at 2nd order PT level. For practical applications, we also have been search-
ing for Pauling points in the parameter space by means of comparing predicted geometrical
parameters to experimental values. For A ≈ 0.1 REMP outperforms current PT methods and
many alternative singles-doubles wave function models regarding equilibrium bond lenghts and
equilibrium harmonic frequencies.

[1] Fink, R.F. Chem. Phys. Lett. 2006, 428, 461

[2] Fink, R. F. Chem. Phys. 2009, 356, 39

[3] Fink, R. F. J. Chem. Phys 2016, 145, 184101
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Application and Benchmarking of The New DFT-D4 Method

Sebastian Ehlert1, Eike Caldeweyher1, Stefan Grimme1

1Institute for Physical and Theoretical Chemistry, University of Bonn, Beringstr. 4,
53115 Bonn, Germany

Recently, we proposed an extension of the well-established DFT-D3 dispersion corrected density
functional theory[1]. The new method, dubbed DFT-D4[2], has been developed in the frame-
work of density functional tight binding (DFTB) together with the second parameterization for
geometries, frequencies and non-covalent interactions (GFN) of the extend tight binding (xTB)
Hamiltonian[3]. As the main new feature it takes electronic structure information into account
which is absent in DFT-D3, while keeping most parts of the theory developed within the pre-
decessor model. Notable features of the DFT-D4 are the explicit dependency of the dispersion
energy on atomic partial charges from GFN2-xTB and the improved many-body dispersion
treatment by an RPA-like energy expression to include dipole–dipole dispersion terms up to
infinite order. The damping parameters of the model were determined for 67 standard density
functionals enabling routine energy evaluations and geometry optimization with the available
analytical gradient. DFT-D4 can keep up with the good performance of DFT-D3 for main group
chemistry and improves significantly for charged systems and transition metal chemistry, which
we will show for various benchmarks by comparing to highly accurate coupled cluster calcula-
tions.

PBE0-DH-D4

PBE0-DH-NL

PBE0-DH-D3ATM (BJ)

PBE0-DH

Deviation in kcal/mol
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Figure 1: Performance of PBE0-DH-D/def2-QZVPP on the MOR41 transition
metal reaction energy benchmark[4].

[1] S. Grimme, J. Antony, S. Ehrlich, H. Krieg, J. Chem. Phys. 2010, 132, 154104.

[2] E. Caldeweyher, S. Ehlert, A. Hansen, H. Neugebauer, S. Grimme, J. Chem. Phys. 2018,
in progress.

[3] C. Bannwarth, S. Ehlert, S. Grimme, J. Chem. Theory Comput. 2018, in progress.

[4] S. Dohm, A. Hansen, M. Steinmetz, S. Grimme, M.P. Checinski, J. Chem. Theory Comput. 2018,
14, 2596–2608.
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Incorporation of radionuclides in green rust 

 

R. Polly, B. Schimmelpfennig, N. Vozarova, T. Platte, N. Finck, H. Geckeis 

 
Institute for nuclear waste disposal (INE), Karlsruhe Institute of Technology, P.O. 3640, D-

76021 Karlsruhe, Germany 

 

Deep geological disposal is considered a prime solution for the safe management of high-level 

nuclear waste (HLW), such as spent nuclear fuel and waste from fuel reprocessing. In such deep 

facilities, the HLW will be confined in steel canisters which are foreseen to be surrounded 

successively by man-made (engineered) and natural (host rock) barriers. 

Iron (Fe) is the fourth most abundant element in the earth crust 

and it is commonly found to form together with O, and/or OH 

either oxides, hydroxides, or oxide-hydroxides. Corrosion 

products of Fe are expected in the near field of nuclear waste 

disposal sites and serve as a sink for radionuclides. Under such 

redox conditions Fe(III) oxides are electron acceptors and 

form mixed-valent Fe minerals [Fe(II)-Fe(III)] such as 

magnetite and green rust (GR). These mixed-valent iron 

minerals have received a significant amount of attention over 

recent decades, especially in the environmental sciences. 

These mineral phases are intrinsic and essential parts of 

biogeochemical cycling of metals and organic carbon and play 

an important role regarding the mobility, toxicity, and redox 

transformation of organic and inorganic pollutants, such as 

radio nuclides. 

 

Fig. 1 : FeII-III hydroxycarbonate GR(𝐶𝑂3
−2) [[𝐹𝑒4

𝐼𝐼𝐹𝑒2
𝐼𝐼𝐼(𝑂𝐻)12]2+·[𝐶𝑂3

−2 · 3𝐻2𝑂]2-. 

 

From a theoretical perspective open shell cases such as Fe(II)/Fe(III)] are very difficult to 

tackle. We present density functional (DFT+U) calculations on pure FeII-III hydroxycarbonate 

GR(𝐶𝑂3
−2) [𝐹𝑒4

𝐼𝐼𝐹𝑒2
𝐼𝐼𝐼(𝑂𝐻)12]2+·[𝐶𝑂3

−2 · 3𝐻2𝑂]2-. Mixed-valence iron [Fe(II)-Fe(III)] ions in 

the brucite-like layers exhibits a major challenge. We find that the DFT+U method is very 

capable to determine the structural parameters as well as the magnetic properties of GR(𝐶𝑂3
−2). 

In a second step we studied the incorporation of radionuclides, such as Ln3+, An3+ and Iodine- 

into GR(𝐶𝑂3
−2)  and compare with available experimental data [1]. 
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[1] N. Finck, S. Nedel, K. Dideriksen, M. L. Schlegel, Env. Sci. Techn. 2016, 50, 10428. 
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Boron-Boron One-Electron Bond in an Intermediate of the
1,2-Carbaboration of Unactivated Alkenes

Christian Mück-Lichtenfeld1, Ying Cheng1, Armido Studer1

1Institute of Organic Chemistry, University of Münster, Corrensstraße 40, 48149 Münster,
Germany

There have been sporadic reports of stable radical anions with a boron-boron σ bond occu-
pied by a single electron.[1, 2] In a DFT study of the radical pathway of the reaction of alkyl
halides (CF3I) with alkenes (CH3CH=CH2) with bis-(catecholato)diboron as the boron source,
we have identified a radical anion with a single electron located between two boron atoms as
an important intermediate (Fig. 1). It is formed from the diboron reagent and an alkyl radical
(CH3

·CHCH2CF3) in the presence of the donor solvent (DMF).[3]

Figure 1: Radical Anion in the 1,2-Carbaboration of Propene. Spin Density (0.02 a.u.)

We have analyzed the complete reaction mechanism of the 1,2-carbaboration of propene with
DFT methods (PWPB95-D3//PBE0-D3+COSMO-RS). In the course of the reaction, radical
anion 1 undergoes fragmentation of the B-B bond, generating the reaction product and a solvent
stabilized boryl radical which regenerates a new radical by halogen atom abstraction from CF3I.

[1] Hoefelmeyer, J. D., Gabbai, F. G., J. Am. Chem. Soc. 2000, 122, 9054

[2] Hübner, A., Diehl, A. M., Diefenbach, M., Endeward, B., Bolte, M., Lerner, H.-W.,
Holthausen, M. C., Wagner, M., Angew. Chem. Int. Ed. 2014, 53, 4832.

[3] Cheng, Y., Mück-Lichtenfeld, C., Studer, A., J. Am. Chem. Soc. 2018, 140, 6221.
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Theoretical Study of Rotational Spectra of Chiral Systems

Mira Diekmann1, Robert Berger1

1Fachbereich Chemie, Philipps-Universität Marburg, Hans-Meerwein-Straße 4, 35032
Marburg, Germany

Lennard-Jones clusters are clusters of rare gas atoms, whose interaction can be desribed through
the Lennard-Jones potential. The potential is based on two-body forces. While most of the
clusters have a global minimum structure which is highly symmetric with an icosahedral mo-
tif structure, there are cluster sizes for which the global minimum structure is chiral [1]. The
smallest of these chiral clusters is LJC-17 which consists of 17 atoms [2].

On this poster, rotational energy levels and transition probabilities of LJC-17 are discussed. The
rigid rotor approximation is used to calculate energy levels. As the cluster is an asymmetric
top, rotational energy levels which are degenerated for symmteric tops split up and additional
transitions become possible. While the electric dipole moment is small, the cluster has a much
larger electric quadrupole moment. Therefore, both E1 and E2 transitions are discussed. The
tunneling barrier between the enantiomers of the cluster is discussed and the effect on the rota-
tional levels is shown.

[1] Wales, D. J.; Doye, J. P. K. J. Phys. Chem. 1997, 101, 5111.

[2] Freeman, D. L.; Doll, J. D. J. Chem. Phys. 1985, 82, 462.
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Pressure-induced Effects on Self-cleavage Reaction of Ribozyme Catalysis: A
Molecular Dynamics Study

Narendra Kumar, Dominik Marx

Lehrstuhl für Theoretische Chemie, Ruhr-Universität Bochum, 44780 Bochum, Germany. 
Email: narendra.kumar@theochem.rub.de

Ribozymes, a very important class of non-coding RNA molecules, catalyze site specific self-
cleavage of phosphodiester bonds and play prominent roles in several biological processes
such  as  RNA  splicing,  the  controlling  of  gene  expression,  and  processing  of  tRNA.
Ribozymes  also  serve  as  a  potential  drug  target.  Replica  exchange  molecular  dynamics
simulations including explicit solvent and ions were utilized to understand pressure induced
effect on self-cleavage reaction of a hairpin ribozyme. We find that the compression of the
ribozyme leads to  an accelerated transesterification reaction,  being the self-cleavage step,
although the overall process is slowed down in the high-pressure regime[1]. The results reveal
that  favourable  interactions  between  the  reaction  site  and  neighbouring  nucleobases  are
strengthened under  pressure,  resulting therefore  in  an accelerated self-cleavage step upon
compression.  These  results  suggest  that  properly  engineered  ribozymes  may  also  act  as
piezophilic biocatalysts in addition to their hitherto known properties. 

[1] C Schuabb*, N Kumar*, S Pataraia*, D Marx, R Winter, Nat. Commun. 2017, 8, 14661.
     *equal contributions 
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Fully Automated Quantum-Chemistry-Based Computation of
Spin-Spin-Coupled Nuclear Magnetic Resonance Spectra

Stefan Grimme1 , Christoph Bannwarth1 , Sebastian Dohm1 , Andreas Hansen1 ,
Jana Pisarek1 , Philipp Pracht1 , Jakob Seibert1 , Frank Neese2

1Mulliken Center for Theoretical Chemistry, Institute for Physical and Theoretical Chemistry,
University of Bonn, Beringstrasse 4, D-53115 Bonn, Germany

2Max-Planck-Institut für Kohlenforschung, Kaiser-Wilhelm-Platz 2, D-45470 Mülheim an der
Ruhr, Germany

We present a composite procedure for the quantum-chemical computation of spin-spin-coupled
1H NMR spectra for general, flexible molecules in solution. The procedure is based on four main
steps, namely an initial conformer/rotamer ensemble (CRE) generation by the fast tight-binding
method GFN-xTB[1] and a newly developed search algorithm, computation of the relative free
energies and NMR parameters, and solving the spin Hamiltonian. In this way the NMR-specific
nuclear permutation problem is solved, and the correct spin symmetries are obtained. Energies,
shielding constants, and spin-spin couplings are computed at state-of-the-art DFT levels with
continuum solvation.

[1] S. Grimme, C. Bannwarth, P. Shushkov, J. Chem. Theory Comput. 2017, 13, 1989.

[2] S. Grimme, C. Bannwarth, S. Dohm, A. Hansen, J. Pisarek, P. Pracht, J. Seibert,
F. Neese, Angew. Chem. Int. Ed. 2017, 56, 14763.
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Peroxyl Radical Reaction in Water: the Phenol Case 

 

Anne-Marie Kelterer1, Riccardo Amorati2 

 
1Institute of Physical and Theoretical Chemistry, Graz University of Chemistry, NAWI Graz, 

Stremayrgasse 9, 8010 Graz, Austria 
2Department of Chemistry, University of Bologna, Via S. Giacomo 11, 40126 Bologna, Italy 

 

ABSTRACT. The reaction of phenols with alkylperoxyl radicals is of fundamental importance 

in oxidation processes and is difficult to investigate in water. The trapping of peroxyl radicals 

was found to follow different mechanism, depending on the pH. At large pH, SPLET-like 

mechanism is favoured which consists of acidic dissociation of phenols prior to their reaction 

with ROO• radicals. At low pH, direct H-atom transfer can take place, in which water seems to 

be involved as proton relay in the rate-determining steps [1]. 

 
This theoretical work is a first approach to answer the question whether a water-mediated 

mechanism is taking place. The phenol molecule is presented to react with MeOO in water. 

Density functional calculations are performed with a network of water using 1, 2, and 3 explicit 

water molecules between the phenol OH group and the radical. From the transition state of the 

H-transfer, conclusions on the reaction barrier and the kinetics will be drawn.   

 

 

       [1] Amorati, R., Baschieri, A., Morroni, G., Gambino, R., Valgimigli, L. Chem. Eur. J. 

2016, 22, 7924. 
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Converged Path Integral Simulations of Reactive Molecules down to Ultralow
Temperatures at Coupled Cluster Accuracy

Fabien Brieuc1, Christoph Schran1, Dominik Marx1

1Lehrstuhl für Theoretische Chemie, Ruhr-Universität Bochum, 44780 Bochum, Germany

Performing quantum simulations of reactive molecules, H-bonded species and non-covalently
bounded complexes at temperatures of a few Kelvin is a challenge due to the high computational
cost of these simulations. Indeed, at such ultralow temperatures, a full treatment of nuclear
quantum effects (such as zero-point energy and tunelling) is necessary. [1, 2] This is usually
done using methods based on the Path Integral (PI) formalism such as Path Integral Molecu-
lar Dynamics (PIMD). Unfortunately, at ultralow temperatures, the computational cost of PI
methods become prohibitively high. Moreover, the accurate description of reactivity generally
requires the use of computationally expensive ab initio electronic structure methods. However,
interesting experiments such as helium nanodroplet isolation spectroscopy [3, 4] are performed
at these ultralow temperatures and would benefit from complementing simulations. Here we
report on our recent progress in reaching ultralow temperatures using reactive path integral sim-
ulations to study microsolvated or gas phase molecules. We first introduce a set of tools, namely
accelerated PIMD using colored noise thermostats (PIGLET [5, 2] and PIQTB [6]) allowing us
to reach temperatures of about 1 K and neural network potentials [7] to efficiently treat inter-
actions at the level of essentially converged coupled cluster accuracy (CCSD(T)) [8]. We then
present methodological comparisons and molecular insights obtained on a benchmark system:
the Zundel cation (H5O +

2 ) in the gas phase. In particular, the benefits and limitations of the
PIGLET and PIQTB methods are discussed in addition to demonstrating how our methodology
can indeed give insights into molecular structure and nuclear delocalization properties of small
molecules down to temperatures of around 1 K at an unprecedented level of accuracy making
the ultralow temperature regime now accessible to fully converged path integral simulations.

[1] Walewski L., Forbert H., Marx D. Comput. Phys. Commun. 2014, 185, 884.

[2] Uhl F., Marx D., Ceriotti M. J. Chem. Phys. 2016 145, 054101.

[3] Goyal S., Schutt D. L., Scoles G. Phys. Rev. Lett. 1992, 69, 933.

[4] Toennies J. P., Vilesov A. F. Angew. Chem., Int. Ed. Engl. 2004, 43, 2622.

[5] Ceriotti M., Manolopoulos D. E. Phys. Rev. Lett. 2012 109, 100604.

[6] Brieuc F., Dammak H., Hayoun M. J. Chem. Theory Comput., 2016, 12, 1351.

[7] Behler J. Angew. Chem. Int. Ed., 2017, 56, 42.

[8] Schran C., Uhl F., Behler J., Marx D. J. Chem. Phys., 2018, 148, 102310.
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High-Dimensional Neural Network Potential for the Copper-Zinc System

Jan Weinreich1, Anton Römer1, Martín Leandro Paleico1, Jörg Behler1

1Institut für Physikalische Chemie, Theoretische Chemie, Georg-August-Universität Göttingen,
Tammannstr. 6, 37077 Göttingen, Germany

Neural network potentials (NNPs) are a powerful method to study large systems. They offer the
accuracy of density functional theory (DFT) at a computational cost similar to that of classical
force fields [1, 2]. This enables us to perform large scale Monte Carlo simulations which would
not be possible using DFT.
In the center of our investigation is the copper-zinc system, which is not only relevant for its
wide range application in form of brass in the metal industry, but also as an important bench-
mark system for alloys. We train a NNP using the energies and forces of thousands of structures
containing copper and zinc in different ratios. The data for the training set is obtained with
DFT employing the PBE functional [3]. As a first step we validate the NNP by calculating the
accuracy of predicted energies and forces of structures not contained in the training data. The
primary goal is then to explore the applicability of NNPs to bulk brass. For the purpose of
finding ordered configurations, we analyze the distribution of the copper and zinc atoms on a
regular fcc lattice for various zinc contents.
As an example, we present the results for the lowest energy configurations (Fig. 1) for a com-
position of Cu0.75Zn0.25, which agree with previous investigations [4] . Additionally, we are
able to reproduce the dependence of the α-brass lattice constant on the zinc content, in good
agreement with experiment [5]. Furthermore, the analysis of simulations of the (100) surface
of brass shows that zinc atoms accumulate at the outermost layers. Beyond that, we currently
expand the analysis to brass clusters and nanoparticles.

(a) L12 (b) LPS3 (c) DO23

Fig. 1: Lowest energy configurations, which correspond to the bulk phases L12, LPS3, DO23 of α-brass
for Cu0.75Zn0.25 composition, found in a MC simulation employing a NNP.

[1] Behler J., Parrinello M. Phys. Rev. Lett. 2007, 98, 146401.

[2] Behler J. Angew. Chem. Int. Ed. 2017, 56, 12828.

[3] Perdew J., Burke K., Ernzerhof M. Phys. Rev. Lett. 1996, 77, 3865.

[4] Müller S., Zunger A. Phys. Rev. B. 2001, 63, 094204.

[5] Wheeler D. Phys. Rev. 1925, 25, 753.
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What is the aggregate state of super-heavy Copernicium at ambient conditions?

Jan-Michael Mewes1, Peter Schwerdtfeger1

1Centre for Theoretical Chemistry and Physics, Massey University, Private Bag 102-904,
North Shore Mail Centre, 0632 Auckland, New-Zealand

Copernicium (Cn, Z = 112) is the youngest and heaviest member of Group 12 (Zn, Cd, Hg) of
the Periodic Table of Elements. With a half-life of up to 28 seconds, its most stable isotopes are
suitable for atom-at-a-time experiments, which were able to shed some light onto its chemical
nature. From data collected in five events, it was concluded that Cn exhibits weak metallic
interactions with a Gold surface, while its cohesive energy Ecoh was estimated at 0.4±0.1 eV by
direct comparison to Radon (Ecoh = 0.20 eV) and Mercury (Ecoh = 0.67 eV) [1]. This estimate
was recently confirmed in our lab by means of relativistic CCSD(T) calculations, employing an
incremental scheme to model bulk Cn, which provided Ecoh = 0.38±0.3 eV [2]. We furthermore
established that plane-wave DFT with the PBEsol functional and a tailor-made small-core PAW
pseudo-potential affords very reasonable agreement with CCSD(T) for total (Ecoh = 0.35 eV)
and relative energies, as well as relativistic effects.
In this contribution, we describe the exploration of the physico-chemical properties of bulk Cn
by means of plane-wave DFT in conjunction with thermodynamic integration to compute and
compare Gibbs free energies of its condensed phases. The aim is to solve an almost 50-year
old puzzle about the aggregate state of Cn at ambient conditions, which due strong relativistic
contraction of the 7s valence shell possesses a noble-gas like electronic structure, and has thus
been speculated to be a gas at ambient conditions.[3] Our results indicate a low melting point at
370± 20 K, while at the same time the free energy of the gaseous phase modeled as an ideal gas
is very close. This agrees well with a previous estimate of the boiling point of Cn at 357+111

−108 K
[1], but altogether hints towards Cn being solid at ambient conditions. Concerning the impact of
relativistic effects, we find that in good agreement with CCSD(T), a scalar-relativistic treatment
of the valence space reduces Ecoh by 0.05 eV, which translates into a lowering of the melting
point by about 10 K. In the non-relativistic limit, Ecoh dramatically increases to 1.34 eV, raising
the melting point by almost 500 K to 840±30 K. This is the largest relativistic shift of a melting
point encountered so far, dwarfing the value of 160 K recently reported for Mercury [4].

[1] R. Eichler et al., Nature, 2007, 447, 72.
R. Eichler et al., Angew. Chem. Int. Ed., 2008, 47, 3262.

[2] K. G. Steenbergen et al., Phys. Chem. Chem. Phys., 2017, 19, 32286.

[3] K. S. Pitzer, J. Phys. Chem., 1975, 63, 1032.

[4] K. G. Steenbergen et al., J. Phys. Chem. Lett., 2017, 8, 1407.
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Lessons from the spin-polarization/spin-contamination dilemma of
transition-metal hyperfine couplings for the construction of new functionals.

Caspar J. Schattenberg1, Toni M. Maier2, Martin Kaupp1

1Institut für Chemie, Theoretische Chemie/Quantenchemie, Technische Universität Berlin
Sekr. C7, Straße des 17.Juni 135, D-10623, Berlin, Germany

2Department of Chemistry and Biochemistry, School of Advanced Science and Engineering,
Waseda University, 3-4-1 Okubo, Shinjuku-ku, Tokyo 169-8555, Japan

Local hybrid functionals (LH) are a new and promising approach within the density functional
framework, defined by its position-dependent admixture of exact exchange, which is governed
by a local mixing function (LMF).[1] The increased flexibility was already shown to provide im-
proved performance in the calculation of thermochemical and kinetic data,[2, 3] while ongoing
research aims on further validation and development of the LH scheme, e.g. for the calculation
of a variety of molecular properties.[4] The calculation of hyperfine coupling constants (HFCCs)
in the non-relativistic limit hereof constitutes a promising model, as (i) HFCCs are known to be
extremely sensitive to the admixture of exact exchange and may thus strongly benefit from the
improved flexibility of LHs and (ii) the calculation of such first order properties provides a quick
assessment of the (parameter specific) quality of the simulated electronic structure (since such
first order properties are directly accessible via a simple eigenvalue equation).[5, 6] Here, the
performance of different density functional approaches, including newly implemented LMFs, is
compared in the calculation of metal HFCCs for different 3d transition metal complexes.

[1] K. Burke, F. G. Cruz and K.-C. Lam, J. Chem. Phys. 109, 8161 (1998).

[2] A. V. Arbuznikov, H. Bahmann and M. Kaupp, J. Chem. Phys. 127, 194102 (2007).

[3] K. Theilacker, A. V. Arbuznikov, H. Bahmann and M. Kaupp, J. Chem. Phys. A 115,
8890 (2011).

[4] A. V. Arbuznikov and M. Kaupp, J. Chem. Theory Comput. 5, 2985 (2009).

[5] M. L. Munzarová and M. Kaupp, J. Phys. Chem. A 103, 9966 (1999).

[6] M. L. Munzarová and M. Kaupp, J. Am. Chem. Soc. 122, 11900 (2000).
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Energies of Molecular Crystals from Many Body Expansion
embedded in fully self-consistent Frozen Density

Daniel Schmitt-Monreal1, Christoph Jacob1
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Molecular crystals are relevant in different research fields such as pharmaceuticals or organic
based semiconductor technologies. Of particular interests are the energy difference between dif-
ferent polymorphic structures of molecular crystals. Predicting these small energy differences
with quantum chemical methods is an incredibly difficult task [1].

Wave-function based electronic structure methods are a powerful tool for describing inter-
molecular interactions, but are generally not available for periodic crystal structures. Instead,
(dispersion-corrected) DFT is routinely available for periodic crystal structures, but often does
not provide the required accuracy. The many-body expansion provides an appealing approach
for calculating the lattice energies of molecule crystals by decomposing it into contributions of
subsystems such as dimers, trimers, etc. The decomposition into smaller subsystems allows for
the use of wave-function based methods to calculate the interaction energies with sufficiently
high accuracy [2].

However, the convergence with respect to the subsystem order in the many-body expansion re-
mains a bottleneck, because the contributions of trimers and tetramers can in general not be
neglected. Here, we explore the use of quantum-chemical embedding methods to implicitly
account for such high-order contributions [3]. Specifically, we employ fully self-consistent
frozen-density embedding (DFT-in-DFT) for the monomer, dimer and trimer calculations. We
achieve full self-consistency of the electron density by iteratively converging the subsystem den-
sities in so called freeze-and-thaw-cycles. As test cases, we consider two organic compounds
(acetylsalicylic acid, oxalyldihydrazide) in different crystal structures.

[1] G. J. O. Beran, Chem. Rev. 116 (9), 5567 - 5613 (2016).

[2] R. M. Richard, K. U. Lao, J. M. Herbert, J. Chem. Phys. 141, 014108 (2014).

[3] C. R. Jacob, J. Neugebauer, WIREs Comput. Mol. Sci. 4, 325-362 (2013).
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Benchmarking non-covalent interactions with vibrational spectroscopy

M. A. Suhm1, H. C. Gottschalk1 , R. A. Mata1

1Institut für Physikalische Chemie, Georg-August-Universität Göttingen, Tammannstr. 6,
37077 Göttingen, Germany

Non-covalent interactions can be described by correlated wavefunction or tuned density func-
tional methods and the latter are often validated by the former. Benchmarking against exper-
iment is less popular, because relevant observables such as energy and structure involve zero-
point vibrational energy (ZPVE) contributions which complicate the connection to electronic
structure theory. Also, spectroscopic properties such as interaction-induced vibrational fre-
quency shifts include anharmonic contributions which are difficult to model even in moderate
size molecules. In Göttingen, we explore different strategies which alleviate such ZPVE and
anharmonicity problems for electronic structure benchmarking [1]. ZPVE compensation in in-
termolecular energy balances is used to benchmark small energy differences [2]. Overtone, hot
band, and combination band spectroscopy is applied to test anharmonic corrections [3]. Sub-
tle chirality recognition phenomena [4] with compensating ZPVE effects are studied to unravel
the delicate interplay between repulsive and attractive contributions. Blind challenges are or-
ganized to identify the most adequate experimental and computational tools [5]. These efforts
are coordinated with other experimental benchmarking projects through a new research training
group [6].

[1] R. A. Mata, M. A. Suhm Angew. Chem. Int. Ed. 2017, 56, 11011.

[2] A. Poblotzki, H. C. Gottschalk, M. A. Suhm J. Phys. Chem. Lett., 2017, 8, 5656.

[3] S. Oswald, M. A. Suhm Angew. Chem. Int. Ed. 2017, 56, 12672.

[4] A. Zehnacker, M. A. Suhm Angew. Chem. Int. Ed. 2008, 47, 6970.

[5] H. C. Gottschalk et al. J. Chem. Phys., 2018, 148, 014301.

[6] bench.uni-goettingen.de (2019-)
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Counterintuitive Interligand Angles in the Diaryls E{C6H3-2,6-(C6H2-2,4,6-iPr3)2}2

(E = Ge, Sn, or Pb) and Related Species: The Role of London Dispersion Forces

Markus Bursch1, M. L. McCrea-Hendrick2, K. L. Gullett2, Leonard R. Maurer1, 
J. C. Fettinger2, Stefan Grimme1 and P. P. Power2

1Mulliken Center for Theoretical Chemistry, University of Bonn, Beringstr. 4, 53115 Bonn, 
Germany
2Department of Chemistry, The University of California—Davis, 1 Shields Avenue, Davis, 
California 95616, United States

The straightforward reaction of two equivalents of  the lithium salt  of  the bulky terphenyl
ligand  Li(OEt2)C6H3-2,6-(C6H2-2,4,6-iPr3)2, with  suspensions  of  GeCl2·dioxane,  SnCl2 or
PbBr2 in diethyl ether yield the very crowded σ-bonded diaryl tetrylenes of formula E{C6H3-
2,6-(C6H2-2,4,6-iPr3)2}2 (E = Ge (1), Sn (2), Pb (3)) as blue crystalline solids. Despite their
high level of steric congestion, X-ray crystallography showed that compounds 1 – 3 possess
Cipso-E-Cipso interligand bond angles in the range of 107.61 – 112.55° which are narrower than
those observed in analogous species with less bulky terphenyl  substituents.  The relatively
narrow interligand angles displayed by 1 – 3 are attributed in part to the increase in London
dispersion  force  interactions  between  the  two  AriPr6 (AriPr6 =  -C6H3-2,6-(C6H2-2,4,6-iPr3)3)
groups from carbon atoms in some of the isopropyl substituents and several carbon atoms
from the flanking aryl rings. The D3[1] dispersion corrected density functional theory (DFT)
calculations  were  carried  out  at  the  PBE0/def2-QZVP level  on  the  full  series  of  diaryl
tetrylenes,  E(AriPr6)2,  E(AriPr4)2 (AriPr4 =  -C6H3-2,6-(C6H3-2,6-iPr2)2)  and  E(ArMe6)2  (ArMe6 =
-C6H3-2,6-(C6H2-2,4,6-Me3)2,  affording attractive dispersion interaction energies as high as
ca. 27 kcal mol-1.[2]

[1] S. Grimme, J. Antony, S. Ehrlich, H. Krieg J. Chem. Phys. 2010, 132, 154104.
[2] M. L. McCrea-Hendrick, M. Bursch, K. L. Gullett, L. R. Maurer, J. C. Fettinger, S. 

Grimme, P. P. Power Organometallics 2018, 37, 2057.
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Photoassociation processes of Rb3 and kernel based methods for generating
global potential energy surfaces

Jan Schnabel1, Andreas Köhn1
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Quantum Science and Technology, Pfaffenwaldring 55, D-70569 Stuttgart, Germany

Understanding molecular binding mechanisms on a fundamental level and creating molecules
in exactly defined quantum states are major goals in the growing area of ultracold chemistry. An
important method to produce ultracold molecules is photoassociation which has been demon-
strated for Rb dimers in [1]. At the same time an experimental realization of higher associated
clusters succeeded so far only with alkali metal atoms formed on helium droplets [2]. An en-
couraging approach for preparing isolated Rb3 molecules combines photoassociation with cavity
QED allowing for non-destructive detection of ultracold molecules [3].
In order to propose a realistic photoassociation scheme we apply MRCI with a scalar relativistic
large core effective core potential and core polarization potential to calculate possible states and
transitions for both doublet and quartet states of Rb3 clusters. However, for an experimental
realization of the trimer complex knowledge of the expected lifetimes of states as well as hav-
ing Franck-Condon factors at hand is inevitable. These properties are directly related with the
corresponding potential energy surfaces (PESs). Therefore we apply kernel based methods to
construct physically meaningful global PESs with accurate long-range behaviour [4, 5] from
ab-initio data.

Figure 1: Fitted (a)3Σu potential energy curve of Rb2 (left) and two-dimensional cut of quartet
ground state potential energy surface of Rb3 (right).

[1] C. Strauss, T. Takekoshi, F. Lang, K. Winkler, R. Grimm, J. Hecker Denschlag, E.
Tiemann. Phys. Rev. A 82, 052514 (2010).

[2] A.W. Hauser, G. Auböck, C. Callegari, W.E. Ernst. J. Chem. Phys. 45, 114501 (2008).

[3] T. Kampschulte, J. Hecker Denschlag. arXiv:1803.10004.

[4] T.-S. Ho, H. Rabitz. J. Chem. Phys. 113, 3960 (2000).

[5] J. Higgins, T. Hollebeek, J. Reho, T.-S. Ho, K. K. Lehmann, H. Rabitz, G. Scoles, M.
Gutowski. J. Chem. Phys. 112, 5751 (2000).
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A Theoretical Study of Gas Hydrates 
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Gas hydrates are solid materials, which consist of a water framework with gas molecules (e.g. 

H2, CO2, CH4 and higher organic molecules) contained in its cavities. On the one hand, these 

compounds are problematic due to the fact that they can plug gas pipelines, on the other hand, 

they offer the capability of unpressurised gas storage. Quantum chemical calculations have been 

performed to understand the thermodynamic background of the formation of these gas hydrates, 

their stability and their storage capacity: The hydrate structures were optimized using the 

density-functional tight-binding (DFTB) method. Grand canonical Monte Carlo (GCMC) 

simulations of sI and sII gas hydrates were performed to calculate large and small cage 

occupancies for given temperature and pressure values. A thermodynamic model for hydrate 

formers combined with highly accurate equations of state (EoS) in form of the Helmholtz 

energy for fluid phases and with Gibbs energy models for pure solid phases as implemented in 

a thermophysical property software named TREND has been used for comparison. To study 

the dependency of the gas hydrates’ lattice constant on the cage occupancy, geometry 

optimizations using the DFTB method were performed in addition to the GCMC simulations. 

 

 
Schematic illustration of the (a) sI and (b) sII clathrate structures. 
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Implementation of the resolution of the identity approximation for complex
scaled basis sets.

Mario Hernández Vera1, Thomas-C. Jagau 1
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Ionization of molecules in intense laser field is a fundamental process observed in many appli-
cations, notably, laser-induced electron diffraction [1], imaging of molecular orbitals [2], and in
experimental methods for probing nuclear dynamics with attosecond resolution [3].
At low frequencies and high field strength of the electromagnetic radiation, ionization of molecules
can be modeled by computation of static-field ionization rates. A convenient option is a non-
Hermitian time-independent treatment based on the introduction of complex basis functions [4].
The main idea of this formulation is to transform the divergent resonance wave function into L2

integrable, allowing the application of standard ab initio bound state methods. The Stark shift
and the ionization rates can be directly extracted from the complex eigenvalues of the Hamilto-
nian. This approach have been implemented recently using the CCSD approximation to study
strong-field ionization in small molecules [5, 6]. However the CC formulation is suitable only
for small systems.
In this work we introduce the RIMP2 method in a complex scaled basis set with the aim of
speeding up calculations and extend the analysis of electronic resonances to larger molecules.
Ionization rates and Stark shifts of some molecules in static electric fields are computed in
a basis set and auxiliary basis set of atom-centered Gaussian functions with complex-scaled
exponent. We compare RIMP2 with CCSD results for simple molecules in order to asses the
performance of our approximation.

[1] T. Zuo, A.D. Bandrauk, P.B. Corkum Chem. Phys. Lett. 1996 259, 3

[2] C. Vozzi et al. Nature Physics 2011 7, 822

[3] S. Baker et al. Science 2006 312, 424

[4] Alec F. White et al. J. Chem. Phys. 2015 142, 054103

[5] T.-C. Jagau J. Chem. Phys. 2016 145, 204115

[6] T.-C. Jagau J. Chem. Phys. 2018 148, 204102
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Girsanov reweighting for Metadynamics 
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Many molecular processes, such as protein-protein interactions or protein-ligand binding          
events, are not accessible with direct MD simulation. Enhanced sampling techniques, such as             
metadynamics[1] or umbrella sampling, in which a biasing potential ​U(x) is added to the              
unbiased force field ​V(x) increase the sampling of rare events. However, the distortion of the               
timescales in the system due to the biasing potential is not uniform. The resulting biased               
trajectories can hence not be used to estimate models of the molecular dynamics, e.g. Markov               
state models. 
 
We will present the Girsanov reweighting method[2,3] with which one can estimate the             
expected path ensemble average of an unbiased dynamics for a set of biased paths. The               
method is based on the concept of path probability measure and the Girsanov theorem, a               
result from stochastic analysis to estimate a change of measure of a path ensemble. 
Since Markov state models of molecular dynamics can be formulated as a combined             
phase-space and path ensemble average, the method can be extended to reweight these models              
by combining it with a reweighting of the Boltzmann distribution. 
 
We will show how Girsanov reweighting can be implemented with metadynamics           
simulations[4], in order to obtain Markov State Models of the unbiased systems whose             
dynamics is too slow to efficiently explore its phase space by direct simulation. We will               
present results for a one-dimensional diffusion process, alanine dipeptide, and the hexapeptide            
VGVAPG. The results are compared to reference models obtained from unbiased simulations. 
 
 
 
[1] Huber T., Torda A.E., Van Gunsteren W.F. ​J. Comput. Aided Mol. Des.​ ​1994​, 8, 695. 
[2] Schütte C., Nielsen A., Weber M. ​Mol. Phys.​ ​2015​, 113, 69. 
[3] Donati L., Hartmann C., Keller B.G. ​J. Chem. Phys.​ ​2017​, 146, 244112. 
[4] Donati L., Keller B.G. ​J. Chem. Phys.​ ​2018​, accepted. 
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Complex scaling for one-dimensional model systems
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Complex scaling of the Schrödinger equation (r → r · eiθ) provides access to resonance states in
molecular systems [1]. Resonances are metastable states embedded in a continuum of unbound
states. When increasing the rotation angle θ, the continuum states are rotated in the complex
plane, while bound as well as resonance states are independent of θ. However, complex scaling
methods require the use of large basis sets to recover this expected θ-dependance [2].
Already calculations for small model systems require a large basis set, which makes them in-
feasible for applying this method to more complicated molecular systems.
Here we investigate the basis set dependance of complex scaling methods for a series of one-
dimensional model systems. Specifically, we perform complex-scaled calculations for a one-
dimensional free-particle, particle in a box, a harmonic oscillator and a resonance potential.
We compare the exact solutions and different basis set expansions and their dependance on the
scaling parameter θ. We find that the use of a θ-dependent basis set expansion can overcome the
basis set requirements of complex scaling methods and recovers the exact θ-dependance already
with small basis sets.

[1] N. Moiseyev, Physics Reports, 302, 1998, 211-293

[2] K. B. Bravaya, D. Zuev, E. Epifanovsky, A. I. Krylov J. Chem. Phys. 138, 124106, 2013
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Electronic structure calculation in Electrochemistry - 
Pt nanoparticles on carbon and electrochemical potential 
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High Resolution Transmission Electron Microscopy (HR TEM) is used to identify the size, 
shape and interface structure of platinum nanoparticles and carbon support of a fuel cell 
catalyst. Using these insights, models accessible to quantum chemical methods are designed 
in order to rationalize the observed features. Thus, basal plane and prism face models of the 
carbon black material are considered, interacting with Pt clusters of sizes up to one nm. 
Particular attention is paid to the electronic structure of the carbon support, namely the radical 
character of graphene zig-zag edges. The results show that a stronger interaction is found 
when the nanoparticle is at the zig-zag edge of a basal plane due to the combination of 
dispersion interaction with the support structure and covalent interaction with carbon atoms at 
the edge. In this case, a distortion of both the Pt nanoparticle and the carbon support is 
observed, which corresponds to the observations from the HR TEM investigation. 
Furthermore, the analysis of the charge transfer upon interaction and the influence of the 
potential on the charge states and structure is carried out on our model systems. In all cases, a 
clear charge transfer is observed from the carbon support to the Pt nanoparticle. We show that 
changing the potential not only can change the charge state of the system but can also affect 
the nature of the interaction between Pt nanoparticles and carbon supports. Finally, a 
discussion is open on the inherent problems in modeling the potential in electrochemistry. 

Figure. Black dots: interaction energies between the Pt NPs and the different supports; Red 
boxes: dispersive contribution to the interaction energy; Blue boxes: covalent contributions to 

the interaction energy. Horizontal solid and dashed black lines correspond to the minimum 
Pt-C and Pt-H distances (right y-axis), respectively. 
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Photomigration in azo-polymer thin films studied by atomistic MD simulations

Marcus Böckmann , Nikos L. Doltsinis

Institut für Festkörpertheorie, Westfälische Wilhelms-Universität Münster and Center for
Multiscale Theory & Computation, Wilhelm-Klemm-Str. 10, 48149 Münster, Germany

Thin films of photoresponsive polymers containing azobenzene (AB) as the photochromic unit
are well known for allowing photopatterning and the fabrication of surface relief gratings (SRGs)
[1,2]. In this contribution, we present recent results from our theoretical studies based on mul-
tiscale molecular dynamics (MD) simulation techniques [3,4] applied to the phenomenon of
light-induced mass transport – also being termed photofluidity [5] – in an active layer slab of
poly-disperse-orange-3-metacrylamide (PDO3M) [6] exposed to a structured light-field. Ex-
plicitly including light-induced isomerisaton dynamics in the E → Z as well as the Z → E
direction, we compare different polarisaton scenarios of the incident light beam in order to elu-
cidate the diverse experimental observations in this field.

This work is supported by DFG (Project DO 768/4-1, Paketantrag ”Multilevel-molekulare As-
semblate (MMA): Struktur, Dynamik und Funktion (PAK 943)”).

[1] Rochon, P., Batalla, E., and Natansohn, A. Appl. Phys. Lett. 1995, 6, 136.

[2] Yadavalli, N. S., Linde, F., Kopyshev, A., and Santer, S. ACS Appl. Mater. Int. 2013, 5,
7743.

[3] Böckmann, M., Marx, D., Peter, C., Delle Site, L., Kremer, K., and Doltsinis, N. L.
PCCP 2011, 10, 1039.

[4] Böckmann, M., Braun, S., Doltsinis, N. L., and Marx, D. J. Chem. Phys. 2013, 139,
084108.

[5] Karageorgiev, P., Neher, D., Schulz, B., Stiller, B., Pietsch, U., Giersig, M., and
Brehmer, L. Nature Materials 2005, 4, 699.

[6] Böckmann, M. and Doltsinis, N. L. J. Chem. Phys. 2016, 145, 154701.
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Study of a molecular torsion balance in solution

Andreas Heßelmann1
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The Wilcox torsion balance represents a prototype system of a large molecule that possesses a
comparably simple conformational energy landscape [1]. Namely, the two predominant con-
former structures are of the folded type, characterised both by stabilising CH-pi and sigma-
stacking interactions of the terminal alkyl chains, and the corresponding unfolded conforma-
tion. Recently, Yang et al. [2] have measured the free energy of folding in various solvent
environments and found the results to be one order of magnitude smaller than those obtained
by corresponding dispersion-corrected DFT calculations performed in the gas-phase. This in-
dicates a strong impact of the solute-solvent interaction in the system which compete with the
intramolecular interactions. In this study, molecular dynamics simulations combined with the
MD-quench technique have been performed in order to sample the conformational landscape of
the molecule in various solvent environments and for extracting local minima on the potential
energy surface. These structures have then been studied with high-level DFT and DFT-SAPT
methods [3] combined with our incremental molecular fragmentation method [4] in order to
estimate the magnitudes of the inter- and intramolecular interactions. It is shown that, almost ir-
respective of the polarity of the solvent, the energy gain due to the folding is almost completely
quenched by the reduction of the interaction with the solvent molecules. The mechanism of
the folding in solution can therefore be qualitatively explained even without taking into account
entropic contributions like the solvophobic effect.

[1] S. Paliwal, S. Geib, and C. S. Wilcox, J. Amer. Chem. Soc. 1994, 116 4497

[2] L. Yang, C. Adam, G. S. Nichol, S. L. Cockroft, Nature Chem. 2013, 5, 1006

[3] A. Heßelmann, G. Jansen, M. Schütz, J. Chem. Phys. 2005, 122, 014103

[4] O. R. Meitei, A. Heßelmann, J. Chem. Phys. 2016, 144, 084109
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Eletronic g-tensors with density functional theory: study of the gauge-origin
dependendence and sub-linear scaling implementation

Michael Glasbrenner, Sigurd Vogler, Christian Ochsenfeld
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Department of Chemistry, University of Munich (LMU), Butenandtstr. 7, 81377 Munich,

Germany

We present a benchmark study on the gauge-origin dependence in electronic g-tensor calcula-
tions. The used density functional theory method employs the spin-orbit mean field operator for
the spin-orbit coupling effects. The reference values are obtained from an implemented ansatz
that uses gauge-including atomic orbitals (GIAOs) and provides gauge-origin-independent re-
sults; the obtained values are compared to values computed with common gauge-origin ap-
proaches that suffer from gauge-origin dependence. Furthermore, the errors introduced through
gauge-origin dependence are compared to the basis set error. The results indicate that common
gauge-origin approaches are only reliable for very small molecules; for larger systems signifi-
cant errors can be introduced. A new pragmatic ansatz for choosing the gauge-origin is proposed
which takes the spin density distribution into account and gives reasonably accurate values for
molecules with a single localized spin center; it is shown to be superior to the commonly em-
ployed electronic charge centroid as gauge-origin. For large systems with less local spin density
distributions only distributed gauge-origin approaches like the GIAO method provide reliable
g-tensors.[1]
Furthermore, an efficient implementation of the GIAO ansatz with the spin-orbit mean field
operator is presented. Asymptotically linear scaling with molecule size is achieved with integral
screening methods and sparse linear algebra. In addition, we introduce ansätze that exploit the
locality of the contributions to the g-tensor for molecules with local spin density by restricting
the coupled-perturbed self-consistent field equations to the relevant orbital space. For such
systems sub-linear scaling is achieved. The presented method enables efficient, accurate and
gauge-origin independent computations of electronic g-tensors of large molecular systems.

[1] Glasbrenner, M.; Vogler, S.; and Ochsenfeld, C.; J. Chem. Phys., 2018, 148, 21
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Mechanism of the novel organocatalysed five-step one-pot process [1] 

 

Phenylacetaldehyde 1a, malononitrile 2a and trans-β-nitrostyrene 11 react in an 

organocatalyzed five-step one-pot process to a novel substituted o-terphenyl 14 via a 

potentially bioactive  intermediate 9a [1]. We carried out a density-functional study on the 

involved reaction steps to shed light on the thermodynamics of all involved reactions as well 

as the kinetics of the vinylogous Michael addition [2]. From these calculations we deduce, 

that the SR enantiomer of intermediate 9a (SR-9a) is formed with a reaction Gibbs free 

energy of -7.1 kcal/mol, while the RR enantiomer of 9a (RR-9a) is formed with a reaction 

Gibbs free energy of -6.1 kcal/mol. Subsequently the o-terphenyl 14 is formed with a reaction 

Gibbs free energy of -74.7/75.7 kcal/mol, respectively. Our DFT study on the kinetics 

revealed, that the formation of the RR-enantiomer of 9a is kinetically favored by ~ 1 

kcal/mol. Overall the formation of SR-9a is thermodynamically favored while the formation 

of RR-9a is kinetically favored. Furthermore, we studied the influence of dispersion 

interactions on this reaction.  

 

[1] D. Grau, B. W. Grau, F. Hampel, S. B. Tsogoeva. Three‐Component Domino 

Knoevenagel/Vinylogous Michael Reaction: Entry to Challenging o‐Terphenyls, Chem. 

Eur. J. 2018, 24, 6551 

[2] B. W. Grau, S. Bönisch, A. Görling, S. B. Tsogoeva, work in progress 
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Computational Design of NHC-based Molecular Ratchets

Christian Schwermann, Nikos L. Doltsinis
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WWU Münster, Wilhelm-Klemm-Straße 10, 48149 Münster, Germany

N-Heterocyclic carbenes (NHCs) have received much attention for their many uses, including
the modification and stabilization of surfaces and nanoparticles [1]. In particular, their strong
binding to gold surfaces has been shown to be tunable by the choice of N-substituents [2].

In here, the functionality of NHCs as molecular ratchets — specifically, unidirectional rotors
on metal surfaces — is explored by computational models spanning multiple length and time
scales. Molecular Dynamics (MD) simulations of specially designed, chiral NHCs employing
reactive force fields elucidate the interaction of N-substituents with the surface, revealing a tun-
able sawtooth-like rotational barrier. Density Functional Theory calculations are then used to
produce Scanning Tunneling Microscopy (STM) images of rotating NHCs, reproducing exper-
imental results.

Furthermore, we explore the possibility to induce the necessary non-equilibrium dynamics that
can drive the ratchet in one direction by electron transfer from an STM tip to the NHC. For this
purpose, we have developed a method to control electron transfer processes within the frame-
work of Car-Parrinello MD simulations by restraining the dynamics of maximally localized
Wannier orbitals. This way, theoretical methods ranging from classical treatment of atoms to
fine control of single electrons are combined to pave the way for understanding and designing
NHC-based molecular ratchets.

Figure 1: Schematic of the unidirectional ratchet-like rotation of an NHC on a gold(111) surface.

[1] J. B. Ernst, C. Schwermann, G. Yokota, M. Tada, S. Muratsugu, N. L. Doltsinis, F.
Glorius, J. Am. Chem. Soc. 139, 9144 (2017).

[2] G. Wang, A. Rühling, S. Amirjalayer, M. Knor, J. B. Ernst, C. Richter, H.-J. Gao, A.
Timmer, H.-Y. Gao, N. L. Doltsinis, F. Glorius, H. Fuchs, Nat. Chem. 9, 152 (2017).
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GFN2-xTB: An extended Tight-Binding Quantum Chemical Method for
Structures, Frequencies and Noncovalent Interactions across the Periodic Table

C. Bannwarth2, S. Ehlert1, S. Spicher1, S. Grimme*1

1University of Bonn, Mulliken Center for Theoretical Chemistry,
Beringstr. 4, 53115 Bonn, Germany

2Stanford University, Department of Chemistry,
333 Campus Drive, Stanford, CA 94305, USA

A new semiempirical tight-binding model is presented, which is the successor to the previously
developed GFN-xTB.[1] The essential novelty in this GFN2-xTB scheme is the inclusion of
anisotropic second order density fluctuation effects via cumulative atomic multipole moments
and the usage of the D4 dispersion model. Without a significant increase in the computational
demands, this results in a less empirical and overall more physically based method, which does
not require any additional halogen or hydrogen bonding corrections. The GFN2-xTB method
performs overall excellent for the desired "target" poperties including geometry optimizations,
vibrational frequency calculations and noncovalent interactions. It often shows even lower errors
for "off-target" properties such as reaction barrier heights and molecular dipole moments. This
reflects the less empirical nature and the overall improved physics of the GFN2-xTB method,
which exclusively relies on element-specific and global parameters. As with the GFN-xTB [1],
all elements up to radon (Z = 86) are currently covered.

Figure 1: GFN2-xTB, a semiempirical tight-binding method for geometry optimizations, vibra-
tional frequencies and noncovalent interactions.

[1] S. Grimme, C. Bannwarth, P. Shushkov J. Chem. Theory Comput., 2017, 13, 1989-2009.
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Benchmark and Application of LC-DFTB on the Fenna-Matthews-Olson
Complex

Monja Kunkel1, Beatrix M. Bold1, Sebastian Höfener3, Julian J. Kranz1, 2, Ulrich
Kleinekathöfer4, Marcus Elstner1, 2

1Department of Theoretical Chemical Biology, Institute of Physical Chemistry,Karlsruhe
Institute of Technology (KIT), Kaiserstraße 12, 76131 Karlsruhe, Germany

2Institute of Biological Interfaces (IBG2), Karlsruhe Institute of Technology (KIT),
Kaiserstraße 12, 76131 Karlsruhe, Germany

3Department of Theoretical Chemistry, Institute of Physical Chemistry, Karlsruhe Institute of
Technology (KIT), Kaiserstraße 12, 76131 Karlsruhe, Germany

4Department of Physics and Earth Science, Jacobs University Bremen, Campus Ring 1, 28759
Bremen, Germany

LC-DFTB [1][2] is a promising method for the study of excited state properties of light harves-
ting systems. Due to the long-range (LC) correction implemented in the efficient DFTB method,
extended geometry sampling of chromophores can be combined with relative accurate subse-
quent calculations. We present a benchmark study of LC-DFTB discussing geometrical and
environmental effects on the excitation energies of Bacteriochlorophyll a compared to con-
ventional methods, especially the ZINDO/S-CIS method. We investigated chromophore struc-
tures obtained by optimization with different methods and by sampling with classical molecular
dynamics simulations as well as QM/MM simulations. The Fenna-Matthews-Olson complex
serves as biological test system.

[1] Niehaus, T. Phys. Status Solidi B 2012, 249, 237.

[2] J. J. Kranz, J. Chem. Theory Comput. 2017, 13, 1737.
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In recent years, the demand for strategic elements such as Indium and Germanium has 

increased due to strong global economic growth, especially in the realm of semiconductors. 

Dwindling resources and growing demand necessitate new recycling strategies and the 

reassessment of existing repositories in the light of newly developed technologies. In this 

context, QSAR methods can be utilized in the development of chelating ligands designed for 

high affinity toward strategic elements. Through this, novel ligand concepts can be rapidly 

assessed and synthesis can be prioritized toward promising ligands, resulting in a shortened 

development cycle and reduced research costs. 

 

In our quantum chemical study, we analyze a systematic set of chelators with respect to their 

complex formation energies toward selected In
3+

 and Ge
4+

 complexes. Following a first 

principles approach, both Density Functional Theory and higher levels of theory have been 

used for the calculations, also addressing bulk solvation effects. The study focuses on both 

affinity and selectivity. General trends in binding affinity to selected ions are discussed as 

related to the electronic structure of the compounds. Chelator selectivity toward In
3+

 and Ge
4+

 

is investigated in comparison to Fe
3+

, Cu
2+

 and Zn
2+

. The importance of both properties arises 

from expected high concentrations of these interfering ions relative to the strategic elements 

of interest.   

 

Financial support from the Krüger Research School “Biohydrometallurgical Center for 

Strategic Elements” BHMZ (Nr. 02110205) is gratefully acknowledged. 
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Subsystem DFT (sDFT), a subsystem approach to density functional theory which uses Frozen
Density Embedding (FDE), is an efficient alternative to Kohn-Sham density functional theory
(KS-DFT) for complex chemical systems [1–5]. By partitioning the total electron density ρtot(r)
into a set of smaller subsystem densities, the ansatz introduces a favorable scaling with the
number of subsystems.
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Fig. 1: Overall performance on the A24 test set. Fig. 2: Structure optimization with halogen

bonding in trichloroacetic acid tetramer.

Here, we present a structural benchmark of sDFT geometries using the analytical sDFT gradient
implementation in Serenity [6]. Since the method is inherently well suited for the calculation
of weakly interacting systems, the S22 and A24 test sets serve as references. The three most
commonly used functional combinations in the context of sDFT (LDA/TF, PW91/PW91k and
BP86/LLP91 + D3(BJ)) are tested thoroughly, with the intent of challenging the previously
used strategy to rely on error cancellation effects between exchange-correlation and nonadditive
kinetic-energy approximations for medium-range dispersion as is typical for PW91/PW91k [7].
The results show that structures obtained with BP86/LLP91 including explicit D3(BJ) dispersion
correction are superior to their LDA/TF and PW91/PW91k counterparts [8].

[1] Jacob, C. R.; Neugebauer, J. WIREs Comput Mol Sci 2013, 4, 325–326.
[2] Wesołowski, T. A.; Shedge, S. V.; Zhou, X. Chem. Rev. 2015, 115, 5891–5928.
[3] Senatore, G.; Subbaswamy, K. R. Phys. Rev. B 1986, 34, 5754–5757.
[4] Cortona, P. Phys. Rev. B 1991, 44, 8454–8458.
[5] Wesołowski, T. A.; Warshel, A. J. Phys. Chem. 1993, 97, 8050–8053.
[6] Unsleber, J. P.; Dresselhaus, T.; Klahr, K.; Schnieders, D.; Böckers,

M.; Barton, D.; Neugebauer, J. J. Comput. Chem. 2018, 39, 788–798.
[7] Dułak, M.; Kamiński, J.; Wesołowski, T. A. J. Chem. Theory Comput. 2007, 3, 735–745.
[8] Klahr, K.; Schlüns, D.; Neugebauer, J. J. Chem. Theory Comput. 2018, under revision.
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Silafluorene- and silole-containing polymers are promising materials to be used as chemical 

sensors for explosives detection. In this study, their binding mechanisms with explosive and 

non-explosive materials have been differentiated by comparing the relative stabilities of their 

complexes [1]. The electron density topology was analyzed using the quantum theory of 

atoms in molecules (QTAIM) methodology to understand the nature of the non-covalent 

interactions that are responsible for analyte-polymer binding. The carbon and germanium 

analogues of silafluorene-containing dimers are modeled with the same methodology for a 

better understanding of the role of silicon in these polymeric systems.  

The optoelectronic properties of these polymers as well as their constituent units have been 

investigated by modeling the properties of their excited states using TDDFT [2].  

 

 
Figure 1. Alternative Binding Modes of Model Oligomer with TNT 

 

This project is supported by TÜBITAK under grant number 1̇11T174.  

        [1] Dedeoglu, B., Aviyente, V., Özen, A.S. J. Phys. Chem. C 2014, 118, 6385 

 [2] Dedeoglu, B., Aviyente, V., Etienne, T., Monari, A., Özen, A. S. J. Phys. Chem. C   

2014 118, 23946. 
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UV Absorption and Magnetic Circular Dichroism Spectra for Purinic
Nucleobases in Aqueous Solution at COSMO-RI-CC2
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We developed the COSMO-RI-CC2[1, 2] theory within the post-SCF[3] scheme in Turbomole
program package in order to calculate bulk solvent effect on vertical electronic excitation en-
ergies, oscillator strengths and Faraday B terms. As the first application, the absorption and
magnetic circular dichroism (MCD) spectra of three purinic nucleobases: purine, adenine and
guanine, were computed at COSMO-RI-CC2 level in aqueous solution to estimate the influ-
ence of isotropic environment on transition energies and the relative positions of ππ∗ and nπ∗

states of these nucleobases. In the case of adenine, the hydration effect via adding explicit water
molecules was also investigated along with the implicit COSMO solvent model in order to fig-
ure out how significant is the influence of the anisotropic environment on the absorption spectra
comparing to the isotropic one(Fig. 1).
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Figure 1: The UV absorption and MCD spectra for adenine with and without water cluster in
vacuo and in aqueous solution modeled by COSMO at RI-CC2/aug-cc-pVTZ level.
(ε=80.4 and n2=1.78)

[1] Klamt, A. and Schüürmann, G. J. Chem. Soc. Perkin Trans. 2 1993, 799.

[2] Hättig, C and Weigend, F. J. Chem. Phys 2000, 113, 5154.

[3] Karbalei Khani, S., Marefat Khah, A. and Hättig, C. Phys. Chem. Chem. Phys 2018, 20,
16354.
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Efficient calculation of Raman spectra and excitation profiles with real-time
propagation

J. Mattiat1, S. Luber1
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Time dependent density functional theory (TDDFT) is the work horse of theoretical spec-
troscopy due to its reasonable compromise between accuracy and computational cost. Comple-
mentary to perturbation theory TDDFT (PT-TDDFT), like Sternheimer’s or Casida’s approach, a
direct numerical integration of the time dependent Kohn-Sham equations (TDKS) is also viable
for the calculation of spectroscopic properties [1]. Distinct features of this real time TDDFT
(RT-TDDFT) approach are an advantageous scaling for larger systems, a non-perturbative treat-
ment of electro-magnetic fields and the complete spectral range from just one simulation run.

Two short time approximations (STA) for the calculation of Raman spectra have been applied in
a RT-TDDFT framework: The RT polarizability method and the excited state gradient method,
which has been possible due to a sufficient resolution in the frequency domain by the use of Pade
approximants. Taking advantage of characteristics of RT-TDDFT, non resonance and resonance
Raman spectra are calculated at once and compared to their PT-TDDFT counterparts. Thus an
automated procedure to obtain entire excitation profiles was created. This approach will be very
valuable for the spectroscopic investigation of functional systems, in particular for light-driven
processes.

[1] Goings, J. J., Lestrange, P. J., Li, X., WIREs Comput Mol Sci 2018, 8:e1341.
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Over the past years scientists have focused their efforts in order to develop efficient energy 

storage technologies with rechargeable lithium batteries being one of the  most  successful 

devices of such a type. Unfortunately lithium is not regarded as a very abundant element, 

which in addition of the constant increase in demand for storage devices stimulates scientists 

to consider other options.  

One of the most promising alternatives for lithium-based batteries are those based on sodium 

and containing solutions of its salts in room temperature ionic liquids. Apart from the high 

availability of sodium at low prices all over the world, sodium batteries have excellent 

electrochemical features. 

In our research[1] we tested the performance of MD simulations in modeling of Na+/ionic 

liquid electrolytes (NaTFSI/EMIM-TFSI with increasing Na+ concentration) for which 

experimental data became available recently[2]. We used several non- and polarizable 

classical force fields to check the quality of reproduction of experimental data at reasonable 

computational cost. Structural properties of electrolytes (radial distribution functions or 

conformations of anions) were analyzed. MD trajectories up to 1 μs long were used to 

calculate viscosities and ion transport properties (diffusion coefficients and conductivities).  

Results obtained within different parametrizations and their agreement with measured values 

significantly depend on the type of force field. Predictions of nonpolarizable calculations 

generally agree with available experimental data and reproduce trends observed in 

electrolytes with increasing salt content. Nevertheless, some trends were better reproduced in 

polarizable simulations suggesting that such FFs are worth investing effort in improving the 

parametrization. 
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Development of a relativistic diabatic potential model for the treatment of the
nonadiabatic photodissociation of iodobenzene

Hannes Hoppe1, Wolfgang Eisfeld1

1Theoretische Chemie, Fakultät für Chemie, Universität Bielefeld
Universitätsstraße 25, 33615 Bielefeld, Germany

The photodissociation of iodobenzene (PhI) is a process of fundamental interest, since it allows
for detailed insights into the dynamics of nonadiabatic reactive processes. The system features
not only multiple state crossings but also relevant spin-orbit coupling. While this has been stud-
ied extensively on the example of CH3I as a benchmark system, PhI is much more complex,
even with no accounting for spin-orbit coupling. While CH3I only shows spin-orbit induced
conical intersections, PhI has a much higher density of electronic states causing vibronic state
interactions in addition to spin-orbit coupling. The goal of the present project is the develop-
ment of a fully coupled diabatic potential surface (PES) model for quantum dynamics treatment
of the photodissociation process.

The method we use to account for spin-orbit coupling is the Effective Relativistic Coupling by
Asymptotic Representation (ERCAR) approach recently developed by us [1]. In this method,
the molecule is split into fragments (I and C6H5) so the relativistic coupling effects can be
treated entirely within the framework of atomic iodine. This way, the effective relativistic cou-
pling can be described by a constant spin-orbit coupling matrix and the geometry dependence is
accounted for by the diabatization.

A large number of singulet and triplet electronic states of PhI have been computed and anal-
ysed along the dissociation coordinate. These data were obtained by CASSCF and MRCI-
calculations. The data shows that mostly the first 6 singlet and triplet adiabatic states are relevant
for the nondiabatic photodissociation processes and most of them are dissociative. As expected,
most of these states show conical intersections or avoided crossings along the dissociation coor-
dinate. Singlet and triplet states are also interacting through the spin-orbit operator. The present
data allows for the setup of the ERCAR model which will be presented.

[1] N. Wittenbrink and W. Eisfeld J. Chem. Phys. 2018, 148, 094102.
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Automated Computation of Nuclear Magnetic Resonance Spectra

Karola Schmitz1, Fabian Bohle1, Stefan Grimme1
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Nuclear Magnetic Resonance (NMR) spectroscopy is one of the most important analytical tech-
nique in chemistry providing thermodynamic and structural insight. So far, the automated cal-
culation of NMR spectra has been problematic due to the NMR-specific nuclear permutation
problem. A routinely applicable, fully automated scheme for quantum chemical calculation of
1H-NMR spectra was recently presented [1]. The approach heavily relies on the generation of
the correct conformer/rotamer ensemble (CRE). It is calculated with a procedure based on nor-
mal mode following, molecular dynamics, and genetic structure crossing algorithms using the
robust semiempirical Geometry, Frequency, Noncovalent, eXtended Tight Binding (GFN-xTB)
method [2].
In this work, several 1H-NMR spectra of organic molecules (∼50−150 atoms) in solution are
calculated and compared with experimental spectra. The influence of implicit solvation models,
the new GFN2-xTB method [3], as well as new density functionals (including double hybrids)
for computing shielding constants are investigated.

Figure 1: Calculated (black) and experimental [4] (grey, inverted) NMR spectrum of L-DOPA
in water.

[1] Grimme, S.; Bannwarth, C.; Dohm, S.; Hansen, A.; Pisarek, J.; Pracht, P.; Seibert, J.;
Neese, F. Angew. Chem. Int. Ed. 2017, 56, 14763-14769.

[2] Grimme, S.; Bannwarth, C.; Shushkov, P. J. Chem. Theory Comput. 2017, 13,
1989–2009.

[3] Grimme, S.; Bannwarth, C.; Ehlert, S. to be submitted to J. Chem. Theory Comput..

[4] http://foodb.ca/spectra/nmr_one_d/1149.
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Extension of the element parameter set for ultra fast excitation spectra
calculation (sTDA-xTB)
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The extension of the parameter set for an ultra-fast electronic excitation spectra calculation is
presented. The semiempirical theory based on a tight-binding approach, called extended tight-
binding (xTB) in combination with the simplified Tamm-Dancoff approximation (sTDA)[1]
shows remarkable accuracy at very low computational cost for the calculation of vertical ex-
citation energies of molecules. It enables the possibility for computing even large systems up
to thousands of atoms or sampling along molecular dynamic (MD) trajectories. The original
publication of the sTDA-xTB[1] method included parameters for the most important elements
(H-Zn,Br,I). In this work, element parameters for 4d and 5d metals, and the missing ones in 4p,
5p and 6p element blocks are presented and analyzed for their quality. Comparisons to theory
and experiment show that sTDA-xTB provides similar good results as for the elements in the
original publication with an average deviation of excitation energies of 0.3–0.5 eV.

[1] Grimme, S.; Bannwarth, C. J. Chem. Phys. 2016, 145, 054103.
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Optimization of phosporescent Platinum(II) complexes on solid substrates

Dana Brünink1, Nikos Doltsinis1
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48149 Münster, Germany

Luminescent organometallic complexes are the subject of intense current research due to their
application in low-cost, printable optoelectronic devices such as organic light emitting diodes
(OLED). Density functional theory based electronic structure calculations and molecular dy-
namics simulations are used here to predict the photophysical properties and stability of differ-
ent tetradentate Platinum(II) complexes. In addition to the isolated species, a particular focus is
on their interaction with the environment, hence they are also studied in aggregates, in solution,
and on solid surfaces. To enable the complementary experimental characterization of the Pt-
complexes by scanneling tunneling microscopy (STM), one of our aims is to design complexes
that exhibit a high degree of planarity and stability on metal (e.g. Au, Ag, Cu) surfaces.

STM images of a tetradentate Pt-complex with two difluorobenzene ligands and a pyrimidine
head group (see Fig. 1) evaporated onto a Cu(111) surface suggest that the head group is catalyt-
ically removed on the surface leaving behind a planar product. In this work, we investigate the
possible underlying chemical reaction mechanism together with the corresponding electronic
structure analysis and energetics along the reaction path (see Fig. 1). The strong interaction be-
tween the absorbate and the surface is rationalized in terms of the molecular orbitals involved.

Figure 1: Optimized geometries of the tetradentate Pt complex on Cu(111) at different distances
along the C-N dissociation coordinate (left: 1.4 Å and right: 3.4 Å).
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Benchmarking of Machine Learning algorithms in the context of constructing
potential energy surfaces

Gunnar Schmitz1, Ove Christiansen1

1Theoretical Chemistry, Aarhus Universitet, Langelandsgade 140, 8000 Aarhus C, Denmark

Algorithms originating in the field of machine learning (ML) gained a lot of interest in the recent
years and found its way into Quantum Chemistry as shown by recent work from different groups
as indicated in a recent special topic[1] in the Journal of Chemical Physics.
In this work we want to asses different ML algorithms in the context of constructing potential
energy surfaces (PESs). We apply various types of Gaussian Process Regression (GPR), Kernel
Ridge Regression (KRR), support vector regression (SVR) and neural networks (NNs) to predict
the molecular energy based on information usually gathered to construct a PES in order to get a
broader overview of available computational methods with its strengthes and weaknesses.
For constructing PESs we apply the n-mode expansion[2] and use the data gathered on the n− 1
level to train the ML algorithm. In combination with delta learning the errors in fundamental
frequencies are for a PES including 3 mode couplings below 1 cm−1 and therefore smaller than
error introduced by other approximations like missing relativistic or higher order correlation
effects.
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[1] Rupp, Matthias and von Lilienfeld, O. Anatole and Burke, Kieron JCP 2018, 24, 1485.

[2] Carter, Stuart and Culik, Susan J. and Bowman, Joel M. JCP 1997, 24, 107.
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Interparticle Coulombic decay in paired quantum dots: Exact two-electron
dynamics vs. one-electron dynamics on coupled effective potentials

Matthias Berg1, Aliezer Martínez-Mesa2, Llinersy Uranga-Piña2, Annika Bande1
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und Energie GmbH, Germany
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Semiconductor quantum dots (QDs) are important building blocks of nanometer-sized opto-
electronic devices. Charge carriers in QDs are subject to quantum-confinement, resulting in
a discrete atom-like electronic structure. Various fabrication techniques allow to tailor the
quantum-confinement and thus the optical properties of QDs. In view that QDs can be ar-
ranged in pairs, clusters and arrays, it is important to investigate and understand inter-QD
energy-transfer processes. The interparticle Coulombic decay (ICD) [1, 2] is an ultra-fast and
ubiquitous energy-transfer process, whereby an excited atom, molecule or QD electron relaxes
through the ionization of a neighboring atom, molecule or QD, see Figure 1. ICD in paired
QDs has accurately been described in a model based on the conduction-band effective-mass
approximation, employing a properly antisymmetrized two-electron wave function, for which
the TDSE is solved within the framework of MCTDH [3, 4]. Since for large inter-QD dis-
tances the exchange part of the el.-el. interaction becomes negligible, the ICD dynamics may
approximately be described via the dynamics of one electron in the ionized QD, while the two
states of the relaxing QD are described by effective potentials. The coupling between the two
states is expressed via transition Coulomb-interaction matrix elements. The ICD rates and the
directionality of the leaving electron obtained from the effective single electron dynamics were
found to compare well to accurate results from two-electron dynamics for a variety of paired
QD geometries. In the future, we want to apply the method to paired metal-nanoparticle - QD
systems.

Figure 1: Left: Sketch of ICD process in paired QDs. Right: Decay widths from exact two-electron
dynamics and from one-electron dynamics on two coupled effective potentials.

[1] L. S. Cederbaum, J. Zobelev, and F. Tarantelli, Phys. Rev. Lett. 79, 4778 (1997)

[2] T. Jahnke, J. Phys. B. 48, 082001 (2015)

[3] A. Bande, K. Gokhberg and L. S. Cederbaum, J. Chem. Phys. 135, 144112 (2011)

[4] F. Weber, E. Aziz, and A. Bande, J. Comput. Chem. 38, 2135 (2017)
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Ab initio computation of Förster resonance energy transfer

M. K. Kehry1, W. M. Klopper1

1Department of Theoretical Cheistry/Institut of Physical Chemistry, Karlsruhe Institute of
Technology (KIT), Fritz-Haber-Weg 2, 76131 Karlsruhe

Enhancing the light-harvesting capabilities of different MTPP (M=Zn, Cu, Pt) linked to a BOD-
IPY dye by a triazole-bridge via Förster-Resonance-Energy-Transfer (FRET) were investigated
utilizing a dimer-centered basis set (DCBS) and transition densities obtained from the Bethe-
Salpeter equation [1]. The zinc-species was previously investigated by Dinolfo et al. and
deemed to be a good candidate as a light-harvesting device [2]. The close proximity of both
subsystems prohibits the use of the Ideal Dipole Approximation (IDA), which is neither an up-
per nor lower limit for the resulting complete expression involving the full Coulomb potential.
The usage of the Resolution-of-the-Identity (RI) approximation appears to introduce no signifi-
cant error if MP2 fitting basis sets (CBAS in TURBOMOLE jargon) are used and leads to significant
improvements in efficiency.

Figure 1: Metalloporphyrin with BODIPY linked via a triazole-bridge.

Strong couplings seem to occur for a variety of states in all systems. The expected coupling
from BODIPY S1 to the energetically low lying characteristic Q-bands of the porphyrin appear
to be weaker compared to higher excitations.
A generalization of the theory to a two-component description of the systems involving rel-
ativistic corrections in the calculation of the transition densities was implemented using the
RI-approximation and tested for several small test molecules.

[1] X. Gui, C. Holzer und W. Klopper, J. Chem. Theory Comput. 2018, 14 (4), 2127-2136.

[2] M. J. Leonardi, M. R. Topka and P. H. Dinolfo, Inorg. Chem. 2012, 51(24),
13114–13122.
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A new DFT Approach to Spin Densities and Exchange Coupling Constants for
Polyradical Systems

Anja Massolle1, 2, Johannes Neugebauer1, 3
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Modeling of macroscopic magnetism only from a solid-state structure is an error-prone task.
Our group has recently developed a black-box approach [1] which is based on the so-called first-
principles bottom-up approach [2] and qualitatively predicts and analyses the relation between
a crystal structure and its magnetic properties. This method uses broken-symmetry (BS) Kohn–
Sham density functional theory (KS-DFT) calculations for the prediction of magnetic coupling
constants and was applied to various verdazyl radicals [1, 3, 4].

KS-DFT Spin Density sDFT Spin Density

LDA/TZ2P B3LYP/TZ2P LDA/PW91k/TZ2P B3LYP/PW91k/TZ2P

However, approximate KS-DFT has problems in describing polyradical systems due to the ef-
fects of the self-interaction error. Subsystem DFT (sDFT) is computationally less demanding
than KS-DFT and allows to predefine the spin state for each subsystem. We demonstrate that
sDFT is able to converge to BS-like states, even in cases where KS-DFT fails. We also illustrate
that spin densities and exchange coupling constants calculated with sDFT are more robust than
the ones obtained with BS KS-DFT, although the coupling constants appear to be systemati-
cally smaller. Therefore, we investigate the influence of the non-additive exact exchange on the
calculated coupling constants and discuss how this can be included in sDFT calculations.

[1] Dresselhaus, T.; Eusterwiemann, S.; Matuschek, D. R.; Daniliuc, C. G.; Janka, O.; Pöttgen, R.; Studer, A.;
Neugebauer, J. Phys. Chem. Chem. Phys. 2016, 18, 28262–28273.

[2] Deumal, M.; Bearpark, M. J.; Novoa, J. J.; Robb, M. A. J. Phys. Chem. A 2002, 106 1299–1315.
[3] Eusterwiemann, S.; Dresselhaus, T.; Doerenkamp, C.; Janka, O.; Niehaus, O.; Massolle, A.; Daniliuc, C. G.;

Eckert, H.; Pöttgen, R.; Neugebauer, J.; Studer, A. Chem. Eur. J. 2017, 23, 6069–6082.
[4] Eusterwiemann, S.; Doerenkamp, C.; Dresselhaus, T.; Janka, O.; de Olieira, M.; Daniliuc, C. G.; Eckert, H.;

Neugebauer, J.; Pöttgen, R.; Studer, A. Phys. Chem. Chem. Phys. 2017, 19, 15681–15685.
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Exciton coupling in chlorophyll-lutein heterodimer of LHCII photoantenna is
significantly affected by the size of MCSCF space for lutein calculation

Daniil Khokhlov1, Aleksandr Belov1

1Department of Chemistry, Lomonosov Moscow State University

Non-photochemical quenching (NPQ) of chlorophyll fluorescence is a fast response mechanism
developed by photosynthetic organisms to protect them from excessive light illumination which
can lead to irreversible damage of photosynthetic apparatus. Excitation energy transfer from a
pool of chlorophylls a to lutein molecule is supposed to be the main pathway of NPQ in LHCII
complex. More precisely, energy transfer rate from the S1 state of the closest chlorophyll to
the S1 state of lutein governs rate of NPQ, and is proportional to the squared exciton coupling
between them according to Fermi’s golden rule. Optically dark S1 state of lutein (2A−g state
if one assumes ideal polyene symmetry for lutein) has strong multireference character, and
requires large active spaces in MCSCF to account for static correlation.
We studied an impact of active space size in MCSCF calculations on exciton coupling in the
aforementioned pigment pair. Ground state geometries for both pigments were optimized in
vacuo at B3LYP/6-31G* level, dipole moment and transition density for S0->S1 transition were
obtained using MCSCF (in CASSCF and RASSCF formulations). π-orbitals in active space
were prepared by projecting orbitals from minimal ANO-MB basis set to ANO-VDZP which
was used for final calculation. For CASSCF, active spaces from (4,4) to (14,14) were examined;
for RASSCF, two sets were examined: from (20,1,1;8,4,8) to (20,1,1;5,10,5) and (20,2,2;8,4,8)
to (20,2,2;6,8,6), where notation (Nel, Norb) was used for CASSCF and (Nel, Nhole(RAS 1),
Nel(RAS 3), Norb(RAS 1), Norb(RAS 2), Norb(RAS 3)) for RASSCF. Averaging with equal weights
was performed for 4 lowest states. Additionally, DMRG(20,20)[256] calculation was performed
to estimate "full CI" limit of active space containing all π orbitals. S1 state of chlorophyll a was
calculated using RASSCF(20,2,2;8,4,8) to be consistent with results for lutein. Transition den-
sities calculated as described were used to derive effective charges for transition electrostatic
potential (TrESP-charges). In order to evaluate exciton coupling, charges were placed on MM-
optimized structure of LHCII complex and Coulomb interactions were calculated between them.
We have found significant dependence of transition dipole of lutein and, consequently, exci-
ton coupling on active space: dipole varies from 0.40 D for CAS(6,6) (smallest active space
predicting correct relative position of 2A−g state) to 0.060 D for RASSCF(20,1,1;5,10,5). There-
fore, due to quadratic energy transfer rate dependence on exciton coupling, calculations in large
active spaces are crucial for obtaining correct NPQ rates.
The reported study was funded by RFBR (grant no. 18-34-00700).
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Excited states with second order approximate internally-contracted
multireference coupled-cluster linear response theory

Arne Bargholz1, Andreas Köhn1
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Based on previous work from e.g. Banerjee and Simmons [1], Hanauer and Köhn [2] have
introduced the internally-contracted multireference coupled-cluster theory, namely the singles-
and-doubles method with and without pertubative triples (ic-MRCCSD(T) and ic-MRCCSD) as
multireference analoga to the well known single reference CCSD(T) and CCSD methods. The
new methods are able to accurately consider strong static correlation while improving upon the
treatment of dynamic correlation over standard multireference methods like MRCISD. Yet they
share the steep scaling in computational cost with their single reference analoga, ic-MRCCSD
scales O(N6) iteratively and ic-MRCCSD(T) includes an O(N7) non-iterative step. We present
a cheaper O(N5) second order approximate internally-contracted multireference coupled-cluster
theory (ic-MRCC2) which can be used to obtain excitation energies in the framework of linear
response theory (compare also [3]).
We will present vertical excitation energies for a benchmark set of molecules and compare them
to CASPT2, NEVPT2 and full ic-MRCCSD results.

[1] A. Banerjee and J. Simons, J. Quantum. Chem. 2, 207 (1981).

[2] M. Hanauer and A. Köhn, J. Chem. Phys. 134, 204211 (2011).

[3] P. K. Samanta, D Mukherjee, M. Hanauer and A. Köhn, J. Chem. Phys. 140, 134108
(2014).
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Diffusion in ionic liquids –alcohol solutions  
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To answer a question of a possibility of use of ionic liquids as extracts it is necessary to 

analyze mechanisms of interaction of ionic liquid with alcohol. The MD was applied using a 

DL_POLY_4.05. Analysis of the data allowed to establish: (1) The salvation effect in systems 

ionic-liquid (dmim+/Cl-) - alcohols solute molecules (methanol, ethanol, propanol and 

butanol) have qualitatively similar to the behavior of water molecules in IL. The results of the 

computer experiment for <Etot> for the dmim+/Cl– alcohols solutions at T = 400 K show that 

the intermolecular interaction <Etot> does depend on the physical characteristics of dissolved 

substances.  In this case, need to do analysis also of its dynamic properties. Based on the data 

obtained from MSD and VAF the different diffusion mechanisms of alcohol molecules in IL 

ware determined.  
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Multi-dimensional Femtosecond-laser induced dynamics of CO on metals:
accounting for electronic friction and surface motion with combined models

Robert Scholz1, Peter Saalfrank1, Ivor Lončarić2, Jean Christophe Tremblay3,
Gernot Füchsel3, Gereon Floß1
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2Rud̄er Bošković Institute, Div. of Theor. Physics, Bijenička cesta 54, 10000 Zagreb, Croatia

3Freie Universität, Inst. für Chemie und Biochemie, Takustr. 3, 14195 Berlin, Germany

Understanding how adsorbates bind to and behave on metal substrates is crucial for advance-
ments in heterogenous catalysis. Ultrashort laser pulses open up new ways to investigate such
systems and may also allow for future applications within the new field of femtochemistry.
We employ two potential energy surfaces, that were recently developed for the well-known
model systems CO on Ru(0001)[1] and CO on Cu(100)[2], to simulate hot-electron driven dy-
namics induced by femtosecond-laser irradiation. The potentials account for all six molecu-
lar degrees of freedom of the molecule. Furthermore, surface phonons are also included via
the Generalized Langevin Oscillator (GLO) model. Finally, to allow for the coupling of the
molecule to electron-hole pairs, electronic friction coefficients derived from the Local Density
Friction Approximation (LDFA) are employed in a Langevin approach. There, the action of the
ultrashort laser pulses enters through random forces acting on the molecule, which depend on a
time-resolved electronic temperature Tel, derived from a Two-Temperature Model (2TM).
The model is applied to laser-induced lateral diffusion of CO on the surfaces, “hot adsorbate”
formation, and laser-induced desorption[3]. Furthermore, for CO on Cu a vibrational anal-
ysis was performed to compare with recent time-resolved Sum Frequency Generation (SFG)
experiments[4]. Our effectively parameter-free simulations allow for good statistics and treat-
ment of long-time dynamics, giving generally good agreement with experimental data where
available and detailed mechanistic insight in addition.

[1] G. Füchsel, J. C. Tremblay and P. Saalfrank, J. Chem. Phys 141, 094704 (2014).

[2] R. Marquardt, F. Cuvelier, R. A. Olsen et al., J. Chem. Phys. 132, 074108 (2010).

[3] R. Scholz, G. Floß, P. Saalfrank et al., Phys. Rev. B 94, 165447 (2016).

[4] K.-i. Inoue, K. Watanabe, T. Sugimoto et al., Phys. Rev. Lett. 117, 186101 (2016).
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Chemically Accurate Energy Calculation for Molecule-Surface Interactions 
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A hybrid high-level QM: low-level QM method is proposed to overcome the typical dilemma 
in computational material’s chemistry between the system size we need to consider and the 
accuracy we aim. The implemented hybrid QM:QM scheme combines MP2 calculations on a 
representative cluster model of the active site with DFT+D2 calculations on the entire 
periodic system. The hybrid MP2:(DFT+D2) potential energy surface (PES) is counterpoise 
corrected (CPC) for the basis set superposition error (BSSE) and extrapolated to the complete 
basis set (CBS) limit, as available in the MonaLisa code.[1] A posteriori, coupled-cluster 
CCSD(T) correlation effects are estimated as [CCSD(T) – MP2] energy difference for smaller 
cluster models and basis sets. 
The proposed computational strategy is applied to experimentally well-known adsorption and 
reaction steps from the field of heterogeneous catalysis: (i) adsorption of methane and ethane 
monolayers on the MgO(001) surface,[2] (ii) adsorption of small alkanes in the H-chabazite 
(H-CHA) zeolite,[3] and (iii) methylation reactions via methanol of small alkenes in the H-
ZSM-5 zeolite catalyst.[4] It is shown that for the investigated processes - whose models 
contain several hundred up to thousand atoms - chemical accuracy (± 4 kJ/mol) is reached 
with respect to experiments and benchmark data are provided with a relatively small 
computational expense. Within this approach, reference adsorption/reaction energies and 
structures can be predicted for well-defined coverages and active sites of a catalyst, for which 
experiments are either not available or they vary significantly due to the complexity of the 
real catalyst, see e.g. the adsorption study of small alcohols in H-ZSM-5.[5] 
 
 
 

[1] Bischoff, F. A., Alessio, M., John, M., Rybicki, M. and Sauer, J. Multi-Level Energy 
Landscape: The MonaLisa Program, Humboldt-University: Berlin, 2017. 

[2] Alessio, M., Bischoff, F. A. and Sauer, J. Phys. Chem. Chem. Phys. 2018, 20, 9760. 
[3] Piccini, G., Alessio, M., Sauer, J., Liu, Y., Kolvenbach, R., Jentys, A. and Lercher, J. 

A. J. Phys. Chem. C 2015, 119, 6128. 
[4] Piccini, G., Alessio, M. and Sauer, J. Angew. Chem. Int. Ed. 2016, 54, 5235. 
[5] Piccini, G., Alessio, M. and Sauer, J. Phys. Chem. Chem. Phys. 2018, 20, 19964. 
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The Tkatchenko-Scheffler and Many-Body Dispersion Methods:
Implementation, Validation and Reproducibility in Electronic Structure Codes

Dennis Barton1, Ka Un Lao2, Robert A. DiStasio Jr.2, Alexandre Tkatchenko1

1Physics and Materials Science Research Unit, University of Luxembourg, L-1511 Luxembourg
2Department of Chemistry and Chemical Biology, Cornell University, Ithaca, NY 14853, USA

Van der Waals (vdW) dispersion interactions are crucial for the structure, stability, and dynamics
of molecules and materials. Thus, these ubiquitous interactions have to be described accurately
by means of practical computational methods. In general, vdW interactions are treated by effec-
tive non-local methods which then are combined with semi-local and hybrid density functionals.
Such a combination enables accurate and feasible calculations of the properties of a wide range
of biomolecules, chemical compounds, and materials. In particular, the Tkatchenko–Scheffler
(TS) [1] and the many-body dispersion (MBD) [2, 3] methods have been shown to yield ex-
cellent results for vdW energy and force contributions in a broad spectrum of systems. Since
vdW interactions are rather subtle, one particular problem is ensuring the reliability and repro-
ducibility of vdW implementations in different electronic structure codes. With this goal in
mind, we carry out a comparative assessment of the TS and MBD implementations in the codes
FHI-aims, Quantum Espresso, and Q-Chem. By choosing codes based on intrinsically different
approaches to density-functional theory, our tests cover a wide range of different fields of atom-
istic modeling. For well-know test sets, ranging from small molecular dimers (S66) to periodic
systems (X23), we have calculated binding energies, atomic forces, and relaxed geometries us-
ing the different codes. For either vdW method, we found the calculated properties in excellent
agreement between the codes (e.g. within 0.1 kcal/mol for binding energies). With our results,
we demonstrate the reliability of the implementations of TS and MBD methods in FHI-aims,
Quantum Espresso, and Q-Chem [4].

[1] Tkatchenko, A.; Scheffler, M. Phys. Rev. Lett. 2009, 102, 073005.

[2] Tkatchenko, A.; DiStasio Jr., R. A.; Car, R.; Scheffler, M. Phys. Rev. Lett. 2012, 108,
236402.

[3] Ambrosetti, A.; Reilly, A. M.; DiStasio Jr., R. A.; Tkatchenko, A. J. Chem. Phys. 2014,
140, 18A508.

[4] Barton, D.; Lao, K. U.; DiStasio Jr., R. A.; Tkatchenko, A. in preparation.
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vdW-TSSCDS: An automated procedure for the computation of stationary
points on intermolecular potential energy surfaces

Sabine Kopec1, Emilio Martínez-Núñez2, Juan Soto3 , Daniel Peláez1

1Univ. Lille, CNRS, UMR 8523 - PhLAM - Physique des Lasers, Atomes et Molécules, F-59000
Lille, France

2Departamento de Química Física, Facultade de Química, Campus Vida, Universidade de
Santiago de Compostela, 15782 Santiago de Compostela, Spain

3Department of Physical Chemistry, Faculty of Sciences, University of Málaga, 29071 Málaga,
Spain

Characterisation of the topography of Potential Energy Surfaces (PESs) is a tedious task and
for large dimensional systems not an evident one. Recently, an automatic methodology (TSS-
CDS) for the automatic determination of the stationary points on a PES was proposed by one
of the authors [1]. Given a chemically bound molecular system, this methodology relies on
a comprehensive sampling of the PES using direct dynamics (semiempirical) simulations and
a graph-theory based algorithm to provide transition state guess structures, which are subse-
quently optimized at an appropriate higher level of theory. A relevant concept in this algorithm
is the definition of an adjacency matrix, a square symmetric matrix of dimension of the number
of atoms, whose elements indicate whether the corresponding atoms are bound or not. This
character, in turn, depends on the definition of a set of covalent radii values.
We have generalized the TSSCDS methodology to study van der Waals and more generally non-
covalently bound complexes (vdW-TSSCDS) [2]. Considering such a complex as composed by
two well-identifiable fragments, the key idea is the redefinition of the adjacency matrix in a block
structure. In this picture, diagonal blocks correspond to the isolated fragments and off-diagonal
blocks provide the intermolecular connectivity. To this end, we introduce a new definition of
bound or not in a van der Waals sense, by utilizing an extra set of van der Waals distances to
determine the elements in the off-diagonal blocks. Additionally, instead of the widely employed
rigid approach to the study of intermolecular PES, we have relaxed this condition by adopting
a semi-rigid approach in which one of the fragments remains fixed at its equilibrium geometry
whereas the other is fully flexible. This gives us the opportunity to study the influence of a
substrate on the spectroscopy and reactivity of an adsorbed molecule.
We here present the application to test systems, showing that vdW-TSSCDS does lead to the
correct ab initio topography even in limiting cases such as extremely flat regions of the surfaces
or non-trivial topologies such as in the case of bifurcation points.

[1] a) E. Martínez-Núñez, J. Comp. Chem. 2015 36, 222.
b) E. Martínez-Núñez, Phys. Chem. Chem. Phys. 2015 17, 14912.

[2] S. Kopec, E. Martínez-Núñez, J. Soto, D. Peláez, 2018, submitted.
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Isotropic sampling for the accurate representation of
bound potential energy surfaces

Florian Venghaus1, Wolfgang Eisfeld1

1Theoretische Chemie, Universität Bielefeld, Universitätsstrasse 25, 33615 Bielefeld, Germany

The development of potential energy surfaces (PESs) is key for understanding quantum dy-
namical processes. Typically, the construction of PESs is based on calculating time-consuming
ab-initio data to be used in interpolation or fitting schemes. As the number of atoms in a system
increases, properly sampling all degrees of freedom quickly becomes unfeasible leading to the
well-known under-sampling problem. Sampling techniques developed for reactive processes
may not yield a good representation of the nuclear configuration space relevant for the quantum
dynamics treatment of short-time processes or vibrational dynamics that typically begin in the
vicinity of an equilibrium configuration. In addition to this, instabilities in the electronic struc-
ture computations may require to use a continuous way of sampling for analysing purposes.
In the present study, we propose a novel method to generate an ideal sampling scheme to find the
best possible representation of the nuclear configuration space needed to describe short-time and
bound state problems. First, a set of random directions starting at a reference geometry is cre-
ated. This set is then used in an optimization scheme that creates directions that are as isotropic
and distinct as possible leading to a sparse but uniform representation.With this approach it is
also possible to complement any given set of isotropic as well as random directions, allowing
to converge the representation of the nuclear configuration space efficiently. The approach is
demonstrated by the development of a full-dimensional PES of formaldehyd and corresponding
vibrational dynamic calculations.
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Chiral Crystal Packing Induces Enhancement of Vibrational
Circular Dichroism

S. Jähnigen1, A. Scherrer1, R. Vuilleumier2, D. Sebastiani1
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2PASTEUR, Département de chimie, École normale supérieure, PSL University, Sorbonne

Université, CNRS, 75005 Paris, France

Vibrational circular dichroism (VCD) has enriched the toolbox of analyzing and classifying chi-
ral supramolecular organization due to its outstanding sensitivity towards absolute and relative
configurations and its ability to resolve induced chirality in originally achiral regions. In ab ini-
tio molecular dynamics (AIMD) simulations, the potential-energy surface of the phase space is
sampled impartially as a statistical ensemble including entropic effects. Important progress has
been made in the field of AIMD-based vibrational spectroscopy, in which IR and VCD spectra
are obtained as Fourier transformed time-correlation function.
Our AIMD simulations of anharmonic solid-state VCD spectra of l-alanine crystals reveal how
coherent vibrational modes exploit the space group’s chirality, leading to non-local, enhanced
VCD features–most significantly in the carbonyl region of the spectrum. The VCD-enhanced
signal is ascribed to a helical arrangement of the oscillators in the crystal layers. No structural
irregularities need to be considered to explain the amplification, but a crucial point lies in the
polarization of charge, which requires an accurate description of the electronic structure.
Delivering a quantitative atomic conception of supramolecular chirality induction, our ab initio
scheme is applicable well beyond molecular crystals, for example, to address VCD in amyloid
fibrils and related compounds.

[1] S. Jähnigen, A. Scherrer, R. Vuilleumier, D. Sebastiani, Angw. Chem. Int. Ed., 2018, 57,
Early View.

[2] A. Scherrer, R. Vuilleumier, D. Sebastiani, J. Chem. Phys., 2016, 145, 084101.

[3] A. Scherrer, R. Vuilleumier, D. Sebastiani, J. Chem. Theory Comput., 2013, 9, 5305–
5312.
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Intersystem-Crossing and Luminescence properties of Triarylboranes 
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Triarylboranes can be used as strong electron acceptors in conjugated organic fluorescent 

materials, due to their empty boron p orbital [1]. Lately, phosphorescent triarylboranes were 

synthesized exhibiting high triplet quantum yields and radiation lifetimes of a few seconds [2]. 

 

In this work, we investigate photorelaxation pathways to gain insights into the efficient triplet 

generation process. Due to fluorescence rate constants of the order of about 108 s-1
, intersystem 

crossing (ISC) needs to be faster to explain the phosphorescence. The brightest singlet state is 

the S1 state and lying beneath we found six triplet states employing the combined density 

functional and multi-reference configuration interaction (DFT/MRCI) [3, 4] method. The 

potential energy surface of three of these triplet states (T4, T5, T6) cross the S1 state along the 

linear interpolated path from S0 to S1 and can lead to fast ISC. In contrast, the electronic 

excitation in tri-phenylborane deactivates via a concial intersection between S1 and S0. 

Phosphorescence radiation lifetimes were computed at the density functional theory and multi-

reference spin orbit configuration interaction (DFT/MRSOCI) [5] level and agree well with 

experiment. 

 

 

[1] R1 = R2 = R3 = R4 = H 

[2] R1 = R2 = R3 = R4 = Me 

[3] R1 = R2 = R3 = Me; R4 = H 

[4] R1 = R2 = Me; R3 = R4 = H 

 
 
 
 

Figure 1: Triarylborane Derivates 

       [1] Turkoglu, G; Cinar M. E.; Ozturk, T. Molecules 2017, 22(9), 1522 

       [2] Marder, T., private communication 

       [3] Grimme, S.; Waletzke, M. J. Chem. Phys. 1999, 111, 5645 

       [4] Lyskov, I.; Kleinschmidt, M.; Marian, C. M. J. Chem. Phys. 2016 144, 034104 

       [5] Kleinschmidt, M.; Tatchen, J.; Marian, C. M. J. Chem. Phys. 2006, 8, 2133 
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Optical properties of open-shell molecules with CASSCF response theory

Benjamin Helmich-Paris1

1 Max-Planck-Institut für Kohlenforschung, Kaiser-Wilhelm-Platz 1, D-45470 Mülheim an der
Ruhr

An implementation of electronic excitation energies and transition moments to simulate UV/Vis
and electronic circular dichroism (CD) spectra is presented for the CASSCF linear response
method.[1, 2] We focus on applications to transition metal complexes where open-shell elec-
tronic structures are frequently encountered and require multi-reference complete active space
(CAS) wave functions to achieve at least qualitative accuracy. Hermicity of all intermediates
in the calculation is preserved and partially exploited,[3] which makes the calculation of the
multi configurational random phase approximation (RPA) nearly as efficient as when invoking
the Tamm–Dancoff approximation. To accelerate calculations of molecules with 100 atoms and
more, the resolution-of-the-identity (RI) approximation is used for the integral transformation.
Furthermore, the Coulomb part of the Fock matrices is computed with the RI approximation
while the exchange part is built in a semi-numerical fashion with the chain-of-spheres approxi-
mation.

[1] Yeager, D. L. and Jørgensen, P. Chem. Phys. Lett. 1979, 65, 77 – 80.

[2] Jørgensen, P., Jensen, H. J. Aa., and Olsen, J. J. Chem. Phys. 1988, 89, 3654 – 3661.

[3] Saue, T. and Jensen, H. J. Aa. J. Chem. Phys. 2003, 118, 522 – 536.
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Structural Evolution of Sulfur-Copolymer Cathodes in Lithium-Sulfur Batteries
Studied by Theoretical and Experimental NMR Spectroscopy

A. Hoefling1, D.T. Nguyen2, P. Partovi-Azar3, D. Sebastiani3 , P. Theato1 , S.-W.
Song2 , Y.J. Lee4

1Department of Chemistry, Institute for Technical and Macromolecular Chemistry, University
of Hamburg, Bundesstrasse 45, 20146 Hamburg, Germany

2Department of Chemical Engineering and Applied Chemistry, Chungnam National University,
Daejeon 34134, Republic of Korea

3Institute of Chemistry, Martin-Luther-University Halle-Wittenberg, Von-Danckelmann-Platz
4, 06120 Halle (Saale), Germany

4Department of Chemistry, Institute of Inorganic and Applied Chemistry, University of
Hamburg, Martin-Luther-King-Platz 6, 20146 Hamburg, Germany

Sulfur with its high theoretical lithium capacity of 1675 mAhg−1 is an abundant and low-cost
element. For these reasons, lithium-sulfur (Li-S) batteries are among the most promising next-
generation energy storage devices.[1] However, low sulfur utilization and poor cycle life are
among issues limiting commercialization of the Li-S batteries. These problems are mainly re-
lated to dissolution of Li-polysulfides (Li2Sx, 2≤ x ≤8), which form during discharge cycles,
into the electrolyte before full reduction to Li2S. Migration of the Li-polysulfides to the anode
(shuttle effect), their reaction with lithium and eventually formation of an insulating layer of
Li2S2 and Li2S around the anode can also obstruct the diffusion of Li+ cations into the elec-
trolyte. Additionally, volume variation of the S cathode upon reaction with Li ions, which is
related to different densities of elemental α-sulfur (2.07 g cm−3) and Li2S (1.66 g cm−3) not only
results in loosened electrical contacts with the conductive substrate, but can also lead to safety
problems. In recent years, researchers have proposed various approaches to overcome these
shortcomings.
Sulfur-copolymers are promising alternative cathode materials to elemental sulfur as they pro-
vide high reversible capacity. Moreover, their structural flexibility can withstand the volume
expansion during the discharge. However, the redox mechanisms of these materials are not well
understood owing to the difficulty in characterizing amorphous structures and identifying indi-
vidual ionic species. Here, we use quantum mechanical calculations to simulate NMR chemical
shifts to investigate the structural evolution of the prototypical S-copolymer cathodes, sulfur-
diisopropenylbenzene copolymers (poly(S-co-DIB)), during cycling.[2] We demonstrate that
the polysulfides with different chain lengths can be distinguished by 13C NMR spectroscopy,
revealing that the structure of the copolymers can be tuned in terms of polysulfide chain lengths
and resulting reaction pathways during electrochemical cycling. The dependence of the chemi-
cal shifts on the S-chain length is also confirmed by our solid-state NMR spectroscopy experi-
ments. Our results show that the improved cyclability of these cathodes originates from the role
of organic moieties acting as anchors that fixate polysulfides to the polymeric network during
cycling, thus hindering the shuttle effect. This work provides a new methodological concept for
the mechanistic studies to track the intermediate species in Li-S batteries.

[1] S.S. Zhang, Journal of Power Sources 231, 153 (2013).
[2] A. Hoefling, D.T. Nguyen, P. Partovi-Azar, D. Sebastiani, P. Theato, S.-W. Song, and Y.J.
Lee, Chemistry of Materials 30, 2915 (2018).
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Improving the Stability of EDA with Local Orbital Spaces 

 

Axel Wuttke1, Ricardo A. Mata1 
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Understanding intermolecular interactions has always been a central topic to theoretical 

chemistry, from the smallest systems to supramolecular chemistry. This knowledge is vital in 

guiding the design and synthesis of new molecular constructs or in the interpretation of 

complex spectra, may it be in the gas phase, solution or condensed phase. Over the years, 

several schemes have been presented to dissect the different forces at play, including the 

seminal work by Kitaura and Morokuma or later the powerful family of SAPT approaches. 

For some time now, in parallel to these developments, use has been made of local orbital 

based analysis to separate the different energy contributions. No matter what scheme is 

picked, a few properties should be kept. 1) the separation of energy terms should sum to the 

total interaction energy, 2) the analysis should converge with an increasing level of theory 

(may it be the method or the basis set), 3) generally applicable to any molecular aggregate. 

Local orbital analysis tends to suffer from some arbitrariness due to the choice of how some 

of the orbital space is separated. This is easily linked to the choice of localization method and 

the way the different orbitals are tagged to coordinate space. 

We investigated an energy decomposition scheme for PNO-LMP2, similar to the LED 

approach by Neese et al. [1]. Our main focus lies in the fulfillment of the upper defined 

properties. Herein, we are able to demonstrate the stability of our approach and also present 

visual analyzation tools to ease the interpretation. 

 

 

 

[1] Schneider, W. B., Bistoni, G., Sparta, M., Saitow, M., Riplinger, C., Auer, A. A.,     

Neese, F. J. Chem, Theory Comput, 2016, 12(10), 4778-4792. 
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The intramolecular hydrogen bond in p-substituted o-(N-

diethyl)aminomethylphenols:Combined a DFT, QTAIM and ELF investigation 
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The aminomethylphenols are commonly used in the synthesis of medicaments with multiple 

pharmacological activities and as catalysts for supramolecular systems, epoxy resins. 

The availability of the intramolecular contacts causes the specificity of physicochemical properties of 

the aminomethylphenols.The intramolecular O-H…N bond in the various p-substituted o-(N-

diethyl)aminomethylphenols, o-DEAMPH , o-N (C2 H5)2CH2C6 H 5X (X=p-OCH 3, CH3, H, F, Cl, Br, 

COCH3, COOCH 3,CN and NO2) were investigated by means of theoretical calculations in the gas 

phase. The molecular geometries in the equilibrium state and vibrational frequencies were calculated 

by density functional theory (DFT) at the B3LYP 6-311+ G (d,p) level of theory. The calculated 

infrared spectra of o-DEAMPH revealed of the O-H stretching vibrational frequencies red shift. It is 

found that the linear correlation between the O-H stretching vibrational shifts, ∆ν(∆ν =νPHENOL – 

νDEAMPH) and the experimental 
1
H NMR chemical shifts of the hydroxyl protons, ∆δ(∆δ= δ νDEAMPH  –δ 

νPHENOL ): ∆ν =-174.049+108.450∆δ (R
2 =

0.9956). The intramolecular hydrogen bond energy estimated 

using Jorgansen ratios was from 6.6 to 8.0 kcal / mol. The quantum theory atoms in molecules 

(QTAIM) and the theory of the electron localization function (ELF) were employed to characterize 

and quantify intramolecular interactions.By using these analyses it is found that the critical points 

positions characteristic of intermolecular contacts obtained by QTAIM and ELF are very similar each 

other. The estimation of the hydrogen bond energy by the Espinosa method results in occur a values 

9.9-12.6 kcal/mol. This method are systematically overestimated for the H-bond energy, as 

demonstrated slope relationship between the hydrogen bond energy obtained from the experimental
 

1
H NMR,Eexp and predicted topological, EQTAIM  energy is 1.34(R

2 
=0.9959).The linear correlation 

between energy of the hydrogen bond and Hammett substituent constants, σp
-
 was observed (R

2 

=0.9926). Considerable interest has attached to excellent correlation between predicted the IR 

spectroscopic data, Eν and the parameters calculated within the QTAIM, total energy density ρ
BCP

 and 

the density of potential energy V: Eν=-4234.37-24929.2ρ
BCP 

(R
2
=0.9988), 

Eν=3948.7+21915.7V(R
2
=0.9988), which can be used for estimation of O-H…N bond 

energy.Moreover, numerous relationships between the hydrogen bond energy and the universal 

descriptors of hydrogen bonds: d H…N (R
2 
=0.9982),  O-H…N   (R

2 
=0.9919) as well as the core-valence 

bifurcation index CVB (based in ELF, R
2 
=0.9964) were obtained. In addition to intramolecular H-

bond, in the diethylamine fragment of o-DEAMPH molecules there is hydrogen-hydrogen (H....H) 

interaction between the ethyl substituents. Such interactions are caused by the peculiarities of the 

spatial arrangement of ethyl substituents. It is obvious that these bonds are fragile (1.32 -1.32 

kcal/mol). 

This abstract was scaled because it exceeded the allowed page size.
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Regioselective B12-Catalyzed Aromatic Dehalogenation Predicted by 

Density Functional Theory 
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Anaerobic bacteria may gain energy through the reductive dehalogenation of otherwise 

persistent aromatic halides.
[1]

 In this so-called dehalorespiration, the supernucleophile 

cob(I)alamin of vitamin B12 serves as biochemical catalyst, exploiting apparently species-

specific electron transfer (ET) processes from B12 Co
I
 to the substrate for its regioselective 

stepwise dehalogenation. The associated mechanisms discussed so far include primary attack 

at either halogen or hydrogen with respective implications for the rate-determining step and 

its dependence on electronic structure characteristics.
[2, 3]

 The present study focuses on 10 

aromatic chlorides and bromides dehalogenated through Dehalococcoides strain CBDB1 that 

still lacks crystal structures of cob(I)alamin-substrate complexes as basis for clarifying the 

mechanistic details. To unravel the most likely reaction mechanism, density functional theory 

(DFT) at the UB3LYP*/Def2TZVPP//UBP86/Def2SVP level of theory has been applied to 

respective reactions of a truncated B12 Co
I
 model with the substrates. To this end, Grimme D3 

dispersion, zero-point energy (ZPE), thermal and basis set superposition error (BSSE) 

corrections were included, without and with simulating the protein environment through the 

COSMO variant CPCM (ε = 4) implemented in Gaussian 09. The approach extends earlier 

studies of mechanisms underlying cytochrome P450 catalysis.
[4, 5]

 The calculations show that 

outer-sphere ET mechanisms according to the Marcus theory can be ruled out energetically. 

Regarding inner-sphere ET routes, our results strongly suggest a proton-coupled two-electron 

transfer (PC-TET) mechanism yielding B12 Co
III

 and the dehalogenated metabolite, followed 

by two 1-electron reductions to regenerate B12 Co
I
 for a next catalytic cycle. In particular, the 

computational model can fully explain the experimentally observed regioselectivity. The 

discussion includes computational chemistry analyses of the underlying kinetics and 

thermodynamics, and theoretically derived implications for non-halogen substituent effects. 

 
 
 
 
       [1] Pée K-H. Angew. Chem. Int. Ed. 2003, 42: 3718-3720. 

       [2] Zhang S, Wondrousch D, Cooper M, Zinder SH, Schüürmann G, Adrian L. Environ.    

            Sci. Technol. 2017, 51: 3714-3724. 

       [3] Zhang S, Adrian L, Schüürmann G. Environ. Sci. Technol. 2018, 52: 1834-1843. 

       [4] Ji L, Schüürmann G. Angew. Chem. Int. Ed. 2013, 52: 744-748; Angew. Chem. 2013,   

            125: 772-776. 

       [5] Ji L, Schüürmann G. Chem. Res. Toxicol. 2015, 28: 585-596. 
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Rotational tunneling of coupled methyl quantum rotors: single rotor potential
versus coupling interaction

Somayeh Khazaei and Daniel Sebastiani
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06120 Halle (Saale), Germany

At low temperature, methyl groups act as quantum rotors with quantized rotational states. Es-
pecially the large energy difference between the ground and first excited rotational states in
4-methlpyridine has been subject of experimental studies in inelastic neutron scattering (INS)
[1] and in the context of hyperpolarization techniques in NMR spectroscopy [2, 3].

Here, we present a theoretical explanation for the multiple structure of the rotational tunneling
peaks[1] observed in INS experiment of 4-methylpyridine within a coupled-pair model [4]. The
focus is on the effect of chemical environment (molecular packing) on the rotational states. In
particular, we study the influence of coupled motion of methyl rotators on the tunnelling spec-
trum. In this regard, the potential energy surface (PES) of methyl rotations is obtained through
a set of combined first principles and nudged elastic band calculations [5]. The quantum rota-
tional energy levels are obtained by the numerical solution of two-dimensional time indepen-
dent Schrödinger equation for the calculated PES. Our computed energy levels reproduce the
observed tunneling transitions in 4-methylpyridine in well agreement with experiments. Fur-
thermore, we have simulated the interaction of two adjacent methyl groups within an analytical
form for the coupled methyl groups composed of single rotor potential and coupling interaction
terms. It is found that the main determinant factor controlling the splitting energy levels is the
ratio of strengths of coupling and single rotor potential terms. By mapping the calculated PES
profile of 4-methylpyridine on the analytical model, it turns out that the large tunnel splitting
observed in 4-methylpyridine results from its weakly hindering potential with proportionally
shallow single potential to coupling interaction.

[1] F. Fillaux, C. J. Carlile, and G. J. Kearley, Phys. Rev. B. 58, 11416 (1998).

[2] M. Icker, S. Berger, J. Magn. Reson. 219, 1-3 (2012).

[3] J.-N. Dumez, P. Hakansson, S. Mamone, B. Meier, G. Stevanato, J. T. Hill-Cousins, S.
S. Roy, R. C. D. Brown, G. Pileio and M. H. Levitt, J. Chem. Phys. 142, 044506 (2015).

[4] S. Khazaei and D. Sebastiani, J. Chem. Phys. 147, 194303 (2017).

[5] S. Khazaei, and D. Sebastiani, J. Chem. Phys. 145, 234506 (2016).
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Oligomers on nanostructured surfaces: Adsorption-induced alteration of the
surface reconstruction

Laura K. Scarbath-Evers1, Milica Todorović2, Dorothea Golze2 , René Hammer3 ,
Wolf Widdra3 , Patrick Rinke2 , Daniel Sebastiani1
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2Department of Applied Physics, Aalto University School of Science, FI-00076 Aalto, Finland
3Department of Physics, Martin-Luther Universität Halle-Wittenberg, Halle/Saale, Germany

Theoretical studies of organic adsorbates on metal surfaces have mainly focused on the adsorp-
tion of small molecules on ideal surfaces. However, many surfaces, e.g. low index surfaces
of Au, Ir, and Pt, have complex reconstructions that are challenging for surface science stud-
ies. In this work, we approach such complex (or nano-structured) surfaces with a combina-
tion of density-functional theory (DFT) calculations and scanning tunnelling microscopy (STM)
measurements for the example of the α-sexithiophene (α-6T) oligomer adsorbed on the recon-
structed Au(100) surface. We find that due to its corrugation pattern the reconstructed Au(100)
surface offers a wide range of adsorption sites than can be broadly classified into on-ridge and
in-valley types with energetic adsorption preferences for the latter. Surprisingly, adsorption
in energetically ill-favored on-ridge positions leads to strong alterations of the surface recon-
struction, facilitated by the “soft” nature of gold. As a result of electrostatic effects and charge
transfer between the surface and the molecule, α-sexithiophene pushes the ridge out of the way
rather than to slide down its side into the valley.
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Carbenes are divalent carbon species where two electrons are distributed into two nearly 

degenerate orbitals. This results in close lying singlet and triplet spin states, which display 

different properties and reactivity. The singlet state has a significant difference in distribution of 

electron density into two orbitals. This leads to zwitterionic character where two differently 

charged sites have the ability to react as both a Lewis acid and base, whereas the triplet carbene is 

believed to behave as a radical. Crucially, the explicit interaction of the singlet state with 

hydrogen and halogen donors leads to stabilization that can often switch the ground state of triplet 

carbenes to singlet. In this study we use the domain-based local pair natural orbital (DLPNO) 

approximation of coupled cluster theory and its local energy decomposition (LED) feature to 

compute accurate energetics at the coupled cluster level and further analyze these energetics to get 

insights into the formation of halogen and hydrogen bonds in carbenes and their effects on the 

singlet-triplet splitting. 

 

 

 

 

This abstract was scaled because it exceeded the allowed page size.
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Collision-induced dissociation in system CsCl + RbJ which is followed by disintegration of 
one or both initial molecules and formation of new both ionic, and neutral products can 
proceed according to the following 11 channels (direct reactions from left to right on arrows): 
 
                                  1.      CsCl + RbJ  ↔   Cs+ + Cl- + Rb+ + J- 
                                  2.                           ↔   Cs+ + Cl- + RbJ 
                                  3.                           ↔   Rb+ + J- + CsCl 
                                  4.                           ↔   CsJ + Rb+ + Cl-  
                                  5.                           ↔   RbCl + Cs+ + J- 
                                  6.                           ↔   CsJ + RbCl 
                                  7.                           ↔   CsClRb+ + J- 
                                  8.                           ↔   CsClJ- + Rb+ 
                                  9.                           ↔   CsJRb+ + Cl- 
                                10.                           ↔   RbJCl- + Cs+ 
                                11.                           ↔   CsClRbJ 
 
Dynamics of all these channels is considered in detail in [1] on the basis of trajectory models. 
Figure 1 represents the dependence of summary probability of the reverse processes (from 
right to left) of a recombination of ions with formation of molecules CsCl and RbJ on 
collision energy of particles. 

0 5 10 15 20 25
0,00

0,02

0,04

0,06

0,08

0,10

R
ec

om
bi

na
tio

n 
pr

ob
ab

ili
ty

Collision energy, eV
 

 
 
 
 
 
 
 
 
Fig.1. Dependence of summary 
probability of the reverse processes of 
ion recombination on collision energy 
of particles. 

 
 [1] Azriel V.M., Akimov V.M., Rusin L.Yu. Russian J. Chem. Phys., 2002, 21, 18. 
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On the physisorption of water on graphene: Sub-chemical accuracy from
many-body electronic structure methods

Jan Gerit Brandenburg1,2
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Molecular adsorption on surfaces plays an important part in catalysis, corrosion, desalination,
and various other processes that are relevant to industry and in nature. The adsorption energy
of water on graphene is particularly interesting as it calls for an accurate treatment of electron
correlation effects. Combined with the vanishing band gap, this poses practical challenges to
experiments and simulation methods. We have recently shown that improved algorithms for
diffusion Monte-Carlo (DMC) made the prediction of chemically accurate lattice energies for
molecular crystals feasible [1].
Here, we employ diffusion Monte-Carlo (DMC) as well as the random phase approximation
(RPA+GWSE) for calculating adsorption energies of water on graphene [2]. Additionally, water
adsorption on benzene and coronene is investigated using DMC, RPA, and linear scaling cou-
pled cluster (CCSD(T)). Different adsorption motifs on graphene have a very similar binding
energy though the contributions to the interaction are quite distinct as shown by charge density
analysis and symmetry adapted perturbation theory. The binding energies from the many-body
electronic structure methods agree within sub-chemical accuracy, our best estimate from DMC
is -99±2 meV. The vanishing band gap makes the convergence of the substrate towards the pe-
riodic graphene layer particularly slow and thus binding energy estimations from small clusters
unreliable (see Fig. 1). Most van der Waals inclusive DFT methods yield reasonably accurate
results for the finite clusters. In contrast, beyond atom-pairwise van der Waals interactions seem
to be necessary to capture all details of the different binding motifs on graphene [3, 4].
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DMC: 0-leg
1-leg
2-leg

Fig. 1: Convergence of water adsorption en-
ergies on increasingly large substrates.
DMC binding energies are shown as a
function of the inverse substrate radius.
The extrapolating lines using benzene
and coronene data highlight the slow
convergence.

[1] A. Zen, JGB, J. Klimeš, A. Tkatchenko, D. Alfè, A. Michaelides, Proc. Natl. Acad. Sci. USA 2018, 115, 1724.
[2] JGB, A. Zen, C. Pham, N. Mardirossian, F. Paesani, G. Kresse, D. Alfè, A. Michaelides, 2018, in prep.
[3] E. Caldeweyher, JGB, J. Phys.: Condens. Matter 2018, 30, 213001.
[4] JGB, C. Bannwarth, A. Hansen, S. Grimme, J. Chem. Phys. 2018, 148, 064104.

gerit-brandenburg.de
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Hydrogen is the most promising candidate for a sustainable energy source in the transport 

sector. Storage of hydrogen is the main obstacle for it to be used as a fuel. A DFT approach to 

test the hydrogen storage capacity of [2,2]paracyclophane (PCP22) and BN-substituted 

PCP22 is presented here. Electronic structure calculations were performed on Li and Sc 

functionalized on the delocalized pi-electrons of benzene rings in PCP22, as well as Sc and Ti 

functionalized on delocalized pi-electrons of borazine in BN-substituted PCP22. These metal 

functionalized systems were studied for hydrogen storage efficiency by using the M06 hybrid 

functional and 6-311G(d,p) basis set. Transition metals Ti and Sc coordinate with borazine 

and benzene through Dewar interaction. The binding energy for Sc metals functionalized on 

PCP22 was 2.70 eV while for Li, it was 1.19 eV. The binding energy for Ti functionalized on 

BN-substituted PCP22 was 1.73 eV while for Sc it was 0.23 eV. Weaker binding energy 

values in borazine are due to its lesser aromaticity than the benzene. Hydrogen saturated Sc 

functionalized PCP22 adsorbed a maximum of 10 hydrogen molecules with hydrogen wt.% of 

11.8 and in Li functionalized PCP22 maximum 8 hydrogen molecules were adsorbed 13.7 

wt.% with 0.05 eV desorption energy in both the cases. In BN-substituted PCP22 the 

maximum hydrogen wt.% was calculated to be 9.88 % with desorption energy 1.01 eV when 

functionalized with Ti and held a maximum of 10 hydrogen molecules and 0.31 eV 

desorption energy with 8.91 % when functionalized with Sc adsorbing 8 hydrogen molecules 

and attaining saturation. All the complexes carry higher hydrogen storage capacity than 7.5% 

which is a target specified by Department of Energy, US for the year 2020. Stability of these 

complexes was tested with vibrational frequencies which were found positive values for all 

the complexes. Conceptual DFT study predicted that global reactivity parameters obey 

“maximum hardness and minimum electrophilicity principle” which confirmed the high 

stability of all saturated complexes. ADMP simulation study proved that within the 

temperature range of 300-400 K all the hydrogen molecules desorb from these complexes. 

This signifies their sorption reversibility and ease of on-board generation. These results imply 

the potential of paracyclophanes and BN-substituted paracyclophanes as an excellent 

hydrogen storage material. 

 

References 

[1] Schlapbach, L.; Züttel, A. Nature 2001, 414, 353-358. 

[2] Sathe, R. Y.; Dhilip Kumar, T. J. Chem. Phys. Lett. 2018, 692, 253–257. 

[3] Sathe, R. Y.; Kumar, S.; Dhilip Kumar, T. J. Int. J. Hydrogen Energy 2018, 43, 5680-

5689. 
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The oxidation of H2 (H2 ⇌ 2H+ + 2e-) catalyzed by [NiFe]-hydrogenases has been extensively 

studied both experimentally and computationally. However, the functional role of an arginine 

residue strictly conserved near the active site of these enzymes is not yet well understood. In a 

recent study on hydrogenase-1 from E. coli (EH1) [1], mutation of this residue (R509) by 

lysine was shown to reduce the enzyme activity by >100-fold. Considering this result and the 

strong basicity of the guanidine group, R509 has been proposed to be in a deprotonated form 

and to act as a base during the heterolytic H2 activation step (Figure 1) [1]. This is in contrast 

with the generally accepted textbook knowledge of arginine being protonated, and it can 

either play a stabilizing role or take part in a putative proton transfer pathway during catalysis. 

 

In this work, we present molecular insights into the functional role of R509 on H2 activation 

by EH1. A quantum mechanics/molecular mechanics (QM/MM) approach was used to 

compute the deprotonation energy of R509. QM/MM calculations were also performed to 

compute the reaction profiles of the H2 activation with either R509 or the terminal nickel-

coordinating cysteine residues (C76 and C576; Figure 1) acting as the proton acceptor. In 

QM/MM geometry optimizations and reaction profile calculations the MM region was treated 

using the CHARMM forcefield and density functional theory (BP86/def2-TZVP) was used to 

treat the QM region. For further validation, we carried out single point calculations at the 

BP86-D3, B3LYP-D3, and TPSSH-D3 levels of theory for all relevant geometries [2]. 

 

 
Figure 1. Proposed role of R509 in the H2 activation step in EH1 [1]. 

 

[1] Evans, R. M., Brook, E. J., Wehlin, S. A., et al., Nat. Chem. Biol. 2016, 12, 46. 

[2] Escorcia, E. M., Stein, M. Frontiers Chemistry, 2018, 6, 164. 
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Local correlation techniques exploit the short range nature of dynamic electron correlation to 

reduce the inherent steep scaling of correlated wavefunction based methods. In particular, the 

DLPNO-CCSD(T) method allows one to perform single point energy calculations for systems 

with hundreds of atoms while typically retaining about 99.9% of the canonical CCSD(T) 

correlation energy. Unfortunately, the CCSD wave function is a highly complex object whose 

physical interpretation is not immediately apparent. Hence, in order to facilitate the 

interpretation of local coupled cluster results, we have recently introduced the local energy 

decomposition (LED) analysis. [1] This scheme allows one to decompose the DLPNO-

CCSD(T) interaction energy between two (or more) interacting fragments into chemically 

meaningful contributions, thus providing a useful interpretative framework in which to 

discuss experimental observables related to the nature of the interaction. In this work, some 

recent developments and applications of the LED methodology in the context of noncovalent 

interactions are shown. In particular, this scheme is used to elucidate the role of London 

dispersion in affecting the structural stability of Frustrated Lewis Pairs (FLP) [2] and agostic 

complexes. [3] Moreover, the interplay of covalent and noncovalent bonding contributions in 

affecting the relative stability of a series of H-bonded dimers is discussed. The series includes 

model systems of importance for gaining understanding of the basic principles of the 

interaction [4] as well as large adducts of several interacting molecules with practical interest 

in organocatalysis and biology. [5-6] In all cases, the results obtained are used to rationalize a 

series of previously published experimental findings. 

  

[1] W. B. Schenider, G. Bistoni, M. Sparta, M. Saitow, C. Riplinger, A. A. Auer, F. Neese; J. 

Comput. Chem., 2016, 12 (10), 4778;  

[2] G. Bistoni, A. Auer, F. Neese;  Chem. Eur.J. 2017, 23, 865 

[3] Q. Lu, F. Neese, G. Bistoni, Angew. Chem. Int. Ed. 2018, 57,4760 

[4] A. Altun, F. Neese, G. Bistoni Beilstein J. Org. Chem. 2018,  14, 919 

[5] A. Altun, F. Neese, G. Bistoni submitted 

[6] D. Yepes, F. Neese, G. Bistoni in preparation 
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X-ray emission spectroscopy in the algebraic-diagrammatic
construction framework

Thomas Fransson and Andreas Dreuw

Interdisciplinary Center for Scientific Computing, Ruprecht-Karls Univerity, Im Neuenheimer
Feld 205, 69120 Heidelberg, Germany

The algebraic-diagrammatic construction (ADC) approach provides a series of hierarchicalab
initio methods based on perturbation theory, formulated for the calculation of excited states
and excited state properties. It has been successfully applied to a plethora of spectroscopies
[1], including X-ray absorption spectroscopy [2] and resonant inelastic X-ray scattering [3],
and we here present the first application of ADC to non-resonant X-ray emission spectroscopy
(XES). Using a scheme previously adopted for time-dependent density functional theory and
equation-of-motion coupled cluster [4], the wave function of a core-ionized system is formed
using  the  maximum  overlap  approach  [5].  With  this  as  a  reference,  the  valence-to-core
transitions occur at negative eigenvalues using standard unrestricted ADC. The approach has
been applied to X-ray emission spectra of a set of small molecules (featuring transitions to the
1s  core-hole  of  six  different  elements),  and  a  mean  error  of  0.07  eV is  achieved  using
ADC(2).  A standard  deviation  of  0.46  eV is  reported,  and  both  the  mean  error  and  the
standard deviation increase when adopting the higher-order ADC(2)-x and ADC(3) schemes.
This behaviour is attributed to a fortuitous error cancellation at the ADC(2) level of theory.

Fig. Oxygen K-edge X-ray emission spectra of gas phase water, as calculated for 25 structures
obtained by ab initio molecular dynamics and compared to experimental measurements [6].

      [1]  Dreuw and Wormit, WIREs Comput. Mol. Sci. 2015, 5, 82-95
      [2]  Wenzel et al., J. Comp. Chem. 2014, 35, 1900-1915
      [3]  Rehn et al., J. Chem. Theory Comput. 2017, 13, 5552-5559
      [4]  Besley and Asmuruf, Phys. Chem. Chem. Phys. 2010, 12, 12024-12039
      [5]  Gilbert et al., J. Phys. Chem. A, 2008, 112, 13164-13171
      [6]  Weinhardt et al., J. Chem. Phys. 2012, 136, 144311
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Restricting Solvation to Two Dimensions:
Soft-landing Microsolvated Ions on Inert Surfaces

János Daru, Prashant Kumar Gupta, Dominik Marx

Lehrstuhl für Theoretische Chemie, Ruhr-Universität Bochum, 44780 Bochum, Germany

Understanding the impact of surfaces on the H-bond topology of microsolvated ion clusters re-
mains a challenge. In order to decipher such dimensional restriction effects, we introduce and
study a well-controlled model system that decouples the intricate chemical interaction phenom-
ena from those physical effects that emerge solely from restricting the spatial dimensions from
three to two. With the aim to stimulate future experimental investigations, this is accomplished
by simulating the deposition microsolvated Na+ and Cl− ions, on a xenon surface grown on
a copper support using ab initio molecular dynamics. By comparing deposited microsolvated
ions to their gas phase references, we have found remarkable changes for Na+ solvatomers,
while the microsolvated Cl− clusters remained intact on the surface. Energy correlation analy-
ses have shown that the microsolvation shell of the cationic clusters imprints arrangements of
water molecules that are unfavorable for H-bonding, thus readily leading to deformations of the
H-bonding network after deposition, even providing structures that are unfavorable in the gas
phase. In stark contrast, the anionic clusters are characterized by strongly attractive water-water
interactions, which allow only for insignificant changes upon soft-landing. Given its funda-
mental nature, the discovered phenomenon is expected to be general rather than specific to the
particular system classes investigated.
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Using the GW/BSE scheme to describe van der Waals interactions

Christof Holzer1, Wim Klopper1
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The GW/BSE method based on the Hedin equations (GW) and the Bethe-Salpeter equation
(BSE) has began to develop into a useful tool for quantum chemists in the last decade. In a
perturbational approach, starting from a Kohn-Sham (KS) reference state, GW can be used to
obtain quasiparticle (QP) energies that describe ionization potentials and electron affinities of
each KS orbital. Based on these perturbational QP states the BSE can be used to obtain the re-
sponse function of a given system. In contrast to many functionals used in time-dependent DFT
the GW/BSE ansatz is able to describe charge-transfer (CT) and Rydberg excitations, which
has been demonstrated in Ref. [1]. While this behaviour is mandatory to describe CT exci-
tations in non-covalently bonded complexes, see Fig. 1, also interaction energies of van der
Waals complexes can be obtained using the GW/BSE method. It has been shown that within
the symmetry-adapted perturbation theory (SAPT) the required monomer response can be ex-
pressed in terms of GW/BSE polarization functions, and that "GW-SAPT" improves over its
DFT-SAPT pendant while retaining the same overall scaling [2].

Figure 1: Hole (left, red/blue) and particle (right, green/orange) NTOs of the 2 1A1 excited state
in the non-covalently bonded complex C6H6-TCNE (BSE@qsGW/def2-TZVP).[1]

Further, if the efforts made on quasirelativistic SAPT [3] and GW-SAPT are combined, calcula-
tions of dispersion energies in strong magnetic fields are possible. The generality of the ansatz
allows for an accurate descriptions of many effects (spin-orbit, charge-transfer, magnetic fields)
at once.

[1] Gui, X., Holzer, C., Klopper, W. J. Chem. Theory Comput. 2018, 14, 2127.

[2] Holzer, C., Klopper, W. J. Phys. Chem. 2017, 147, 181101.

[3] Holzer, C., Klopper, W. Mol. Phys. 2017, 115, 2775.
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Quantum effects on the structures and dynamics of small cyclic molecular rotors
imposed by the molecular symmetry group

Thomas Grohmann1, Dietrich Haase1, Dongming Jia2, Jörn Manz1,2,3, Yonggang
Yang2,3
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2State Key Laboratory of Quantum Optics and Quantum Optics Devices, Institute of Laser

Spectroscopy, Shanxi University, Taiyuan 030006, China
3Collaborative Innovation Center of Extreme Optics, Shanxi University, Taiyuan 030006,

China

The familiar list of quantum effects in molecular dynamics includes zero point energies, tunnel-
ing, and interferences of wavepackets. We show that for systems with cyclic internal motions
of identical nuclei, such as small cyclic molecular rotors consisting of N ≥ 2 identical atoms
like methyl groups or planar boron rotors, e.g. 11B−11 or 11B+

13, this list needs to be extended.
For these systems, the potential energy surfaces support Nt equivalent global minimum (GM)
structures, separated by Nt equivalent transition states [1]. Classical molecular dynamics (MD)
simulations of such systems inevitably start out from a single GM [2, 3, 4, 5]. We show, however,
that a state being localized in a single GM is unphysical, because these type of clusters exist in
form of nuclear spin isomers. This is a consequence of the molecular symmetry of the systems,
and of the fact that, to very good approximation, it is impossible to generate superposition states
of different nuclear spin isomers [6]. It follows that all previous MD simulations of such sys-
tems, including simulations of laser driven unidirectional rotational/pseudo-rotational motions
[2, 3], do not only suggest a wrong physical picture, but they also falsely predict observables.
For example, nuclear spins prohibit laser ignition of the rotations of the molecular rotor. The
quantum dynamics of nuclear spin isomers is fundamentally different from traditional classical
MD simulations. We exemplify this quantum effect for the boron rotors 11B−11 and 11B+

13.

[1] Yang, Y. ; Jia, D.; Wang, Y.J.; Zhai, H.J.; Man, Y.; Li, S.D. Nanoscale 9 (2017), 1443

[2] Zhang, J.; Sergeeva, A. P.; Sparta, M.; Alexandrova, A. N. Angew. Chem. Int. Ed. 51
(2012), 8512

[3] Merino, G.; Heine, T. Angew. Chem. Int. Ed. 51 (2012), 10226

[4] Wang, Y.J.; Zhao, X.Y.; Chen, Q.; Zhai, H.J.; Li, S.D. Nanoscale 7 (2015), 16054

[5] Fagiani, M. R.; Song, X.; Petkov, P.; Debnath, S.; Gewinner, S.; Schöllkopf, W.; Heine,
T.; Fielicke, A.; Asmis, K. Angew. Chem. Int. Ed. 56 (2017), 501

[6] Grohmann, T.; Manz, J. Mol. Phys. 2018,
DOI: https://doi.org/10.1080/00268976.2018.1473651
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Ag6Ge10P12 is the prototype of a class of ternary phosphides with a pronounced bonding 

hierarchy and, as a consequence, remarkable thermoelectric properties. The compound 

contains two types of germanium atoms. One type (Ge4+) is linked to phosphorus, forming a 

covalent, zinc blende like framework including large voids. The other type (Ge2+) is capping 

subvalent [Ag6]4+ octahedra, being located in the voids. The hierarchy of bonding types with a 

wide range of bond strength together with a peculiar phonon spectrum give rise to a very low 

lattice contribution to the thermal conductivity, κL < 1 W/m·K, and thus to a thermoelectric 

performance with a remarkably high figure of merit (zT ) of about 0.6 at 700 K [1]. 

With the interpretation of 

bonding descriptors derived 

from density functional 

bandstructure calculations, 

combined with the analysis of 

the computed phonon density 

of states and their projections 

onto the various atom types, a 

consistent bonding picture 

can be elaborated. 

Substitution of various atoms in the parent compound, Ag6Ge10P12, allows for a controlled 

modification of the bonding properties. Substituting Ge4+ by Si4+ leads to an overall stiffening 

of the covalent framework. Taking Sn as the capping tetrel, a blue-shift of the low-lying 

phonons is computed, together with a decrease of the band gap (0.8 eV → 0.3 eV). 

Contrasting the computed variations due to the atomic substitutions with the related 

thermoelectric data will help to understand the complex interplay of electronic and dynamical 

properties in thermoelectric materials 

 

 

       [1] Nuss, J. Wedig, U. Xie, W. Yordanov, P. Bruin, J. Hübner, R. Weidenkaff, A.  

Takagi, H.  Chem. Mater. 2017, 29, 6956.  
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Steps in Heterogeneous Catalysis and Their Anomalous Role in the Dissociation
of D2 on Copper Surfaces
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Universität Berlin, Takustr. 3, 14195 Berlin

2Leiden Institute of Chemistry, Gorlaeus Laboratories, Leiden University, P.O. Box 9502, 2300
RA Leiden, The Netherlands

Steps on metal surfaces are usually expected to exhibit an increased catalytic activity for bond
cleavage of small molecules over their flat single-crystal counterparts [1, 2, 3]. In this con-
tribution, we demonstrate that the prototypical reaction of molecular hydrogen on Cu surfaces
contradicts this notion. Using state-of-the-art dynamics calculations and molecular beam ex-
periments, we surprisingly observe the dissociation of D2 to occur less likely on the stepped
Cu(211) surface than on the flat Cu(111) surface [4]. Based on theoretical analyses, we suggest
that this exceptional behavior is due to a geometric effect. Very recently, independent experi-
ments performed on the system confirm the novel observations [5, 6]. We hope that this will help
to establish a new view on surface imperfections and their capacity to promote heterogeneously
catalysed reactions.

[1] Zambelli, T.; Wintterlin, J.; Trost, J.; Ertl, G.; Science 1996, 273, 1688.

[2] Honkala, K.; Hellman, A.; Remediakis, I. N.; Logadottir, A.; Carlsson, A.; Dahl, S.;
Christensen, C. H.; Nørskov J. K. Science 2005, 307, 555.

[3] Behrens, M.; Studt, F.; Kasatkin, I.; Kühl, S.; Hävecker, M.; Abild-Pedersen, F.; Zander,
S.; Girgsdies, F.; Kurr, P.; et al. Science 2012, 336, 893.

[4] Füchsel, G.; Cao, K.; Er, S.; Smeets, E. W. F. ; Kleyn, A. W.; Juurlink, L. B. F.; Kroes,
G.-J. J. Phys. Chem. Lett. 2018, 9, 170.

[5] Kaufmann, S; Shuai, Q.; Auerbach, D. J.; Schwarzer, D.; Wodtke, A. M. J. Chem. Phys.
2018, 148, 194703.

[6] Cao, K.; Füchsel, G.; Kleyn, A. W.; Juurlink, L. B. F. Phys. Chem. Chem. Phys. 2018,
submitted.
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Mixed Aluminium Iron Oxide-Clusters: Structures and Vibrations

Fabian Müller1, Florian Bischoff1, Joachim Sauer1, Sreekanta Debnath2,3, Knut
Asmis3
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2Fritz-Haber-Institut der Max-Planck-Gesellschaft, Faradayweg 4-6, 14195 Berlin, Germany

3Wilhelm-Ostwald-Institut für Physikalische und Theoretische Chemie, Universität Leipzig,
Linnéstrasse 2, 04103 Leipzig, Germany

After the investigation of several pure aluminum and iron oxide clusters and their adsorption
of few water molecules we now present our first results on mixed clusters of the composition
(Al2O3)nFeO+ with n = 1−5. In this combined study we use infrared photodissociation (IRPD)
spectroscopy at cryogenic temperature together with a genetic algorithm relying on density func-
tional theory (DFT) for structure generation to measure and identify small metal oxide clusters
by means of their vibrational features. Particular attention has to be turned to the proper de-
scription of the electronic structure of the iron center and the possibility to have several low and
high spin electron configurations. To this end coupled-cluster calculations are used to refine the
DFT results.
By the comparison of TPSSh and B3LYP calculations it is shown that the predicted vibrational
spectra do not change much depending on the density functional while the energetical order of
different isomers is very sensitive to the used method. Structural motifs found for the pure Al-
O and Fe-O clusters of the corresponding composition are also predicted for the mixed oxides
to form stable minima. But from the agreement with the measurement it can be concluded
that not always the most stable structure on DFT level is the true global minimum of a certain
composition. Furthermore, the exchange of a single Al atom by an Fe atom has significant
effects on the structural properties of the smaller clusters (n = 1, 2) but not on the bigger ones.
For the clusters with n ≥ 3 it is possible to compare different positions of the iron atom in the
same isomer frame. Occasionally, there are very unfavorable sites for iron, especially those
where it is more than three-fold coordinate by oxygen and where there is a certain strain on it by
the molecular framework. Bigger dihedral angle than those found for the Al atoms are preferred.
However, nearly planar oxygen coordination of iron is again energetically unfavorable.

Figure 1: Assigned structures of (Al2O3)nAlO+ and (Al2O3)nFeO+ clusters.
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Relativistic Effects in the Heaviest Element of the Periodic Table (and why it
should not be called a Noble Gas)

Paul Jerabek1,2, Odile Smits2, Kirk Peterson3, Elke Pahl2, Peter Schwerdtfeger2

1Max-Planck-Institut für Kohlenforschung, Kaiser-Wilhelm-Platz 1, 45470 Mülheim a. d. Ruhr
2Centre for Theoretical Chemistry & Physics, Massey University Albany, 0632 Auckland, NZ

3Department of Chemistry, Washing State University, Pullman (WA), USA

Spin-orbit relativistic effects cause the outer electron shells in oganesson, which is the heaviest
element of the Periodic Table of Elements, to smear out and approach the Fermi-gas limit.[1] A
way to visualize this is by computing the Electron Localization Function (ELF). This behavior
has a major impact on the physical and chemical properties of this elusive element. [2]

Figure 1: ELF in the Xe, Rn and Og atoms as calculated by Four-component DHF theory.

We computed many-body interaction potentials for oganesson with state-of-the-art relativis-
tic coupled cluster method up to full quadruple excitations utilizing non-relativistic, scalar-
relativistic and spin-orbit relativistic theories, respectively. The two-body potentials of the Ex-
tended Lennard-Jones type differ significantly when compared with each other with respect
to equilibrium distances and dissociation energies, demonstrating the remarkable impact spin-
orbit effects have on the structure of the valence electron shells and the polarizability of Og.[1]
The ramifications of it are illustrated by calculations of thermodynamic properties of solid-state
oganesson via sophisticated Monte Carlo simulations which reveal the drastically different be-
havior compared to the lighter homologues. Our studies highlight the prime importance of
including spin-orbit effects when calculating heavy and super-heavy elements.

[1] Jerabek, P., Schuetrumpf, B., Schwerdtfeger, P., Nazarewicz, W. Phys. Rev. Lett. 2018,
120, 053001.

[2] Jerabek, P., Smits, O., Pahl, E., Schwerdtfeger, P. Mol. Phys. 2018, 1, 1–8.
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Molecular Docking, Molecular Modeling, Vibrational and Biological Studies of 

Some New heterocyclic α-Aminophosphonates 

 

Faten  M. Atlam,  Mohamed  K. Awad 
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Faculty of Science, Tanta University, Tanta, Egypt 

 

 i he             -quinazolin-4-yl-hydrazino) methyl phosphonates 3a-3d were synthesized. 

The newly synthesized compounds exhibit a remarkable inhibition of the growth of Gram-

positive, Gram-negative bacteria and fungi at low concentrations. The cytotoxicity of the 

synthesized compounds showed a significant cytotoxicity against the breast cancer cell line 

(MCF7). Also, the quantum chemical calculations showed that the presence electron-

withdrawing substituent increases the biologic    ctivit  of the α-aminophosphonates amongst 

all investigated compounds which are in a good agreement with the experimental results. 

Also, a good agreement between the experimental FT-IR and the calculated ones was found. 

From NBO study, the movement of π-electron cloud from donor to acceptor, i.e., 

intramolecular charge transfer can make the molecule more polarized and the ICT must be 

responsible for the NLO properties of the molecule. Therefore, the titled compounds may be 

used for nonlinear optical materials application in future as discussed in the quantum 

chemical parameters section. Finally, according to Fukui indices, the most nucleophilic site in 

the most biologically active compound 3b is N7, N9, O20, O27 and O34 atoms (positive 

v  ue i.e. ∆f    > 0). Similarly, the electrophilic attack site is C12, P19 atoms (negative value 

i.e. ∆f    < 0 . O  the othe  h  d, N7,   d N9  toms   e the softest  toms i  the mo ecu es 

th t h ve the highest  oc   soft ess ∆S v  ue which i dic tes these   e the most  ctive sites in 

the molecule. Molecular docking study showed that compound 3b has different types of 

interactions with the enzyme. 
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1
 Department of Chemistry, Indian Institute of Science Education and Research, 

Berhampur, Odisha, India, 760010. 

 

Abstract 

We examined the cyanide anion ( CN ) sensing mechanism of 3,5-diformyl-

borondipyrromethene (1) by calculating the photophysical properties of 1 and 2 (cyano 

addition product of 1) with density functional theory (DFT) and time dependent-density 

functional theory (TD-DFT) methods using Gaussian 09 programs package. The negative 

values of energy changes (ΔE) and the free energy changes (ΔG) confirmed the feasibility 

of CN  addition. The blue-shifted UV-vis spectra calculated for 1 and 2 show a good 

agreement with earlier reported results [1]. 1 and 2 show different excited state 

deactivation process as predicted by TD-DFT computations which designate the first 

excited state of 1 as a coplanar local excited state with π-σ* transition. A slight charge 

separation character in the first excited state of 2 and loss of coplanarity at the formyl 

groups pave the pathway for non-radiative deactivation of the excited state and under their 

synergistic effect, the fluorescence of 1 after the CN addition is quenched notably. Thus, 

the different excited state features of 1 and 2 play a role in the CN sensing mechanism of 1. 

Furthermore, it is experienced that out of the functionals employed here in this 

contribution (i.e., PBEPBE, CAM-B3LYP, M06-2X and LSDA) [2-5] DFT and TD-DFT 

computations performed at PBEPBE/6-311+G(2d,p)//PBEPBE/6-311G(2d,p) and CAM-

B3LYP/6-311+G(2d,p)//CAM-B3LYP/6-311G(2d,p levels respectively are adequate for 

reproducing the excitation and fluorescence energies with a fine accuracy. Using this 

methodology, we designed an aza-BODIPY (3) which shows a fluorescence enhancement 

on cyanide binding (4) involving intramolecular charge transfer and partial configurational 

changes and it is for the synthetic chemists now to synthesize the designed molecule 3 for 

cyanide sensing in particular. This employed method can again be utilized for calculating 

the absorption and emission spectra of BODIPYs and its derivatives and it may pave a way 

for the designing of new potential BODIPY based anion sensing molecular candidates. 
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Relativistic TD-DFT calculations for non-linear optical properties

Daniel H. Friese1

1Institut für Theoretische und Computerchemie, Heinrich-Heine-Universität,
Universitätsstraße 1, 40204 Düsseldorf, Germany

Non-linear optical properties of molecules are of great interest in modern materials science and
medicine. While two-photon absorption (TPA) is relevant e.g. for photochromism or photo-
dynamic therapy of cancer, second harmonic generation (SHG), which corresponds to the first
hyperpolarizability, plays an important role for frequency manipulation of lasers. For example,
every green laserpointer contains a crystal which by SHG upconverts the infrared emission of a
semiconductor laser to green.
For this reason materials with strong TPA and SHG are the goal of a lot of molecular design
studies which are often supported by quantum chemical calculations. The number of programs
which are capable of such calculations is not large, however when it comes to the treatment of
relativistic effects, no efficient and reliable computational approach is available.
As many compounds with promising non-linear optical properties contain heavy elements, a
proper treatment of relativistic effects is indispensible. The strong effect of relativistic effects on
spectroscopical properties in general is illustrated by a daily-life example: Quantum chemical
studies have shown that the characteristic color of metallic gold is completely caused by rela-
tivistic effects. In calculations which neglected relativistic effects, gold turned out to have the
same color as silver.
In this presentation, a TD-DFT approach for the calculation of TPA and first hyperpolarizabili-
ties including relativistic effects will be presented.

ω

2

ω

2

Figure 1: Scheme of two-photon absorption
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Atomic relaxation and vibrational modes in quantum Monte Carlo

Yu Yang Liu1, Gareth Conduit1

1Theory of Condensed Matter, University of Cambridge, 19 JJ Thomson Ave, CB3 0HE, UK

ABSTRACT: Quantum Monte Carlo methods have become a leading contender for high ac-
curacy calculations for the electronic structure. Calculating energy derivatives such as atomic
forces and the matrix of force constants is important in relaxing structures, calculating vibra-
tional properties, and performing molecular dynamics simulations. We develop a quantum me-
chanical expectation value to evaluate the matrix of force constants directly in Quantum Monte
Carlo. The approach allows the full modeling of non-covalent bonds such as Van der Waals
force, opening new applications to molecules and solids in condensed matter.
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Highly-Accurate Equilibrium Structure of the C2h symmetric N1-to-O2 Hydro-

gen-bonded Uracil Dimer. 
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Wavefunction-based composite-gradient approaches are able to obtain highly accurate ab in-

ito structures at reasonable costs, competing with experimental structure determination meth-

ods.[1] 

This presents the to-date most accurate geometrical parameters for the lowest-energy hydro-

gen bonded dimer of uracil.[2] This presents one of the largest CCSD(T)-based optimization 

done today. The choice of composite gradient is general and usuable in routine work on struc-

tural studies on biochemical building blocks. 

We study bond elongations and contraction with respect to the monomer structure and discuss 

the impact of the structural change on interaction energy of the dimer, comparing to older 

high-level calculations. A new CCSD(T)-F12 based interaction energy is proposed. 

We furthermore compare structural parameters with commonly used methods in the literature, 

such as several DFT flavors, among them the recent SCAN and B97M-X functionals, the 

double-hybrid B2PLYP-D3 and MP2/CBS itself. This allows a better judgment of the struc-

tural accuracy of DFT for larger biomolecules. 

 

       [1] C. Puzzarini, Int. J. Quantum Chem. 2016, 116, 1513–1519 

       [2] H. Kruse, J. Šponer, Int. J. Quantum Chem. 2018, e25624. 
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Ultrafast spin-flip dynamics in transition metal complexes triggered by soft X-ray light 

Bokarev, S.I.; Institut für Physik, Universität Rostock, Albert-Einstein-Str. 23-24, 18059, Rostock, 

Germany; E-mail: sergey.bokarev@uni-rostock.de 

Recent advances in attosecond spectroscopy open the door to understanding the correlated motion of 

valence and core electrons on their intrinsic timescales. For valence excitations, processes related to the 

electron spin are usually driven by nuclear motion. When going, however, to the core-excited states 

where the core hole has a nonzero angular momentum, a strong spin-orbit coupling starts to play a role [1-

3]. In this work, we present a theoretical simulation of an ultrafast spin-flip dynamics driven solely by 

spin-orbit coupling and electron correlation in the L-edge (2p→3d) excited states of a prototypical Fe(II) 

complex, which occurs faster than the core hole lifetime (about 4 fs) [4,5]. The non-equilibrium electron 

dynamics is studied by means of time-dependent restricted active space configuration interaction recast in 

the form of reduced density matrix propagation. The spin-orbit coupling between electronic states of 

different multiplicity is considered within the LS-coupling limit employing atomic mean-field integral 

approximation. Dissipative effects of electronic and vibrational origin are considered as well. A detailed 

analysis of such phenomena will help to gain a fundamental understanding of spin-crossover processes 

and build up the basis for their control by light. 

1. S.I. Bokarev, M. Dantz, E. Suljoti, O. Kühn, E.F. Aziz Phys. Rev. Lett. 111 (2013) 083002. 

2. S.I. Bokarev, M. Khan, M.K. Abdel-Latif, J. Xiao, R. Hilal, S.G. Aziz, E.F. Aziz, O. Kühn J. 

Phys. Chem. C 119 (2015) 19192-19200. 

3. R. Golnak, S.I Bokarev, R. Seidel, J. Xiao, G. Grell, K. Atak, I. Unger, S. Thürmer, S.G. Aziz, O. 

Kühn, B. Winter, E.F. Aziz Sci. Rep. 6 (2016) 24659. 

4. H. Wang, S.I. Bokarev, S.G. Aziz, O. Kühn Phys. Rev. Lett. 118 (2017) 023001. 

5. H. Wang, S.I. Bokarev, S.G. Aziz, O. Kühn Mol. Phys. 115 (2017) 1898. 
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Molecular simulation of the temperature dependence of the mechanical 
unfolding of a supramolecular complex 

 
Takashi Kato, Ken Schäfer, Stefan Jaschonek, Gregor Diezemann 
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55128 Mainz, Germany 
 

The conformational dynamics of biomolecules and supramolecular complexes can be studied 
on a single molecule level using the techniques of dynamic force spectroscopy and important 
kinetic information can be extracted [1]. Using models for the free energy landscape of the 
system as a function of the molecular extension it is possible to obtain parameters like the 
bare unfolding rate, the activation free energy in the force-free case and also the distance 
between the folded configuration and the transition state. In the present work we performed 
molecular simulations of the mechanical unfolding of a model molecular complex, a pair of 
interlocked calixarene catenanes [3]. From rupture force distributions the kinetic rates for the 
opening transition were extacted for varying parameters of the pulling device. In order to be 
able to perform a model-free analysis we performed simulations over a broad range of 
temperatures and found Arrhenius behavior for the kinetic rates, cf. Fig.1. This allows to 
determine the activation free energy and the bare rate independently as a function of the force 
without using specific models for the shape of the energy landscape.  

 
Fig.1: Kinetic rates obtained from temperature dependent force probe molecular dynamics 
simulations. Left: Rates for two temperatures obtained for various pulling velocities;  
Right: Arrhenius plots for different fixed values of the force (i.e. vertical cuts in the left panel) 
 
In particular, we find an unphysically small distance between the free energy well and the 
barrier and a rather strong force dependence of the prefactor  of the Arrhenius expression. We 
discuss our findings in light of the models that are usually used in the analysis of force 
dependent kinetic rates obtained from experimental or simulation data . 
 
       [1] Dudko, O. K. Q. Rev. Biophys. 2016, 49, 1. 
       [2] Hyeon, C., Thirumalai, D. Biophys. J. 2006, 90, 3410. 
       [3] Janke, M., et al.  Nat. Nanotech. 2009 4, 225. 
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Ab Initio View on the Interaction of Glyphosate with Soil Components 

 

Ashour A. Ahmed, Oliver Kühn 
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For many years, the most widely used herbicide in the world “glyphosate” (GLP) was 

considered harmless to humans and the environment. It was commonly accepted that 

GLP is strongly bound to soil and therefore can not be easily leached into the 

environment. However, nowadays there is an ongoing GLP debate in view of its 

possible carcinogenic effects and its occurrence in ground and surface water. To 

understand reactivity and transport of GLP from soil to ground and surface water, we 

have conducted a series of joint experimental and quantum chemical studies to explore 

the nature and strength of the interaction of GLP with soil organic matter (SOM), soil 

minerals, free metal ions, and water (see figure) [1-3]. To accommodate the 

heterogeneity of soil, a SOM test set has been developed in terms of essential functional 

building blocks [4]. The DFT 

results showed that GLP can 

interact strongly with the polar 

SOM building blocks via H-bond 

(HBs) formation and H-transfer. 

In contrast, GLP interacts weakly 

through dispersion interaction 

with the non-polar SOM building blocks. Moreover, the GLP-SOM-interaction 

mechanism indicates to the importance of the polarity, explored electron density, and 

site of attack of the SOM fragments. Regarding soil minerals, periodic DFT based MD 

simulations are applied to explore possible binding mechanisms for GLP with different 

goethite surface planes in the presence of water. Here, a very strong interaction has 

been observed, involving covalent bond formation between GLP and goethite. 

Moreover, intramolecular HBs in GLP as well as intermolecular HBs between GLP and 

water, GLP and goethite, and water and goethite are found. Finally, the stability of 

complexes between GLP and a series of free metal ions has been explored. In 

conclusion, the multitude of binding mechanisms to soil components as well as to water 

make the occurrence of free GLP rather unlikely. But leaching of soluble GLP 

complexes with metal ions and small SOM fragments via preferential flow paths into 

waterways are rather likely.  

 

[1] Gros, P.; Ahmed, A. A.; Kühn, O.; Leinweber, P. Sci. Total Environ. 2017, 586, 527. 

[2] Ahmed, A. A.; Gros, P.; Kühn, O.; Leinweber, P. Chemosphere 2018, 196, 129. 

[3] Ahmed, A. A.; Leinweber, P.; Kühn, O. Phys. Chem. Chem. Phys. 2018, 20, 1531. 

[4] Ahmed, A. A.; Leinweber, P.; Kühn, O. J. Theor. Comp. Chem. 2014, 13, 1450009. 
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Magnetically induced electric currents in molecules with unusual topologies

Lukas N Wirz1, Maria Dimitrova1, Kevin Reiter2, Heike Fliegl3, Dage Sundholm1

1University of Helsinki, Finland
2Karlsruhe Institute of Technology, Karlsruhe, Germany

3University of Oslo, Norway

Qualitative rules for the describing the aromaticity or antiaromaticity and hence magnetically
induced electric currents in planar or Möbius-twisted molecules have been known for over 50
years.1 However, no rules are known for general surfaces or the influence of the geometry for
molecules with a given topology.

We are using the gauge including magnetically induced current (GIMIC) method2 to explore the
electric currents in a number of molecular model systems. We employ all-trans-[40]-annulene
as a physical realisation of a closed twisted ribbon and explore the effect of different degrees
of twist and geometries of those ribbons on the induced electrical current strength.3 Toroidal
surfaces are investigated at the examples of polyhex-carbon nanotori and nanotori that contain
pentagon and heptagon faces.4 Toroidal surfaces may sustain helical currents that give rise to
anapole moments.

This study not only serves a more complete understanding of the electronic structure of molecules
with non-standard topologies but has potential applications as for example very large para-
/diatropic current strengths or the switching of magnetic properties through deformation of
molecular systems.

References

[1] E. Heilbronner, Tetrahedron Lett. 1964, 5, 1923–1928.

[2] J. Jusélius, D. Sundholm, J. Gauss, J. Chem. Phys. 2004, 121, 3952–3963.

[3] L. N. Wirz, M. Dimitrova, H. Fliegl, D. Sundholm, J. Chem. Phys. Lett. 2018, 1627–1632.

[4] K. Reiter, M. Dimitrova, H. Fliegl, L. N. Wirz, D. Sundholm, (manuscript).
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Solvation and Mobility of Carbon Dioxide in Aqueous Alkanolamines: 

a Molecular Dynamics Study 
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Reversible chemical absorption in amine solutions is considered as the most 

developed and promising technique for CO2 capture from flue gas [1]. Further optimization of 

CO2 capture processes, including design of new absorbers, requires entire understanding of 

molecular mechanism of CO2 absorption. Molecular simulation methods can greatly 

contribute for solutions of such problems [2]. In the current work, we have performed 

molecular dynamics simulations of CO2 solvated in alkanolamine/water mixtures at various 

solvent ratios for temperature range of 298-323 K. Four alkanolamine molecules have been 

selected for our study: monoethanolamine (MEA) as a standard, and 3-aminopropanol 

(MPA), 2-methylaminoethanol (MMEA), 4-diethylamino-2-butanol (DEAB) as potential 

novel CO2 absorptive solvents. 

Simulation results for aqueous MEA, MPA and MMEA are very similar. CO2 

molecules do not show any clear preferences to be located next to alkanolamines in 

comparison to locations near water, except for the case of the 80/20 (w/w) 

alkanolamine/water, at which water molecules are organized in small isolated clusters [3]. At 

increase of water concentration, relative presence of CO2 around alkanolamines slightly 

decreases. It happens because water displaces CO2 molecules from positions near polar 

groups of alkanolamines. Another behavior has been observed for the case of DEAB. CO2 

molecules solvated in aqueous DEAB position themselves within clusters of DEAB 

molecules and avoid water. At increase of water concentration, relative presence of CO2 

around DEAB molecules increases, except the case of the 7.5/92.5 (w/w) DEAB/water. At 

this water-rich mixture composition water substitutes CO2 from immediate positions at 

nitrogen atoms of DEAB. Diffusion coefficients from simulations are in good agreement with 

available for MEA and DEAB cases experimental results. Dependence of CO2 diffusion 

coefficients on mixture compositions for aqueous MEA, MPA and MAE correlates with 

mobility of these alkanolamines in water [3]. Mobility of CO2 molecules has been also 

described by a characteristic residence time during which a CO2 molecule resides next to an 

alkanolamine molecule. Two-exponential decays of the residence correlation functions reveal 

two decay modes with long (about 10 ns) and short (less than 1 ns) residence times. 

The obtained results are a first step for process-scale simulation and provide 

important qualitative and quantitative information for the design and engineering of new 

efficient CO2 removal processes. 

 

       [1] Rochelle, G. T. Science 2009, 325, 1652−1654. 
       [2] Yang, X.; Rees, R. J.; Conway, W.; Puxty, G.; Yang, Q.; Winkler, D. A. Chem. Rev. 

2017, 117, 9524−9593. 
       [3] Melnikov, S. M.; Stein M. J. Phys. Chem. B. 2018, 122, 2769-2778. 
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SHARC Photodynamics of the TRANS-[RuCl(NO)Py4]2+

Francesco Talotta1, Martial Boggio-Pasqua1,2, Leticia Gonzalez2
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2Laboratoire de Chimie et Physique Quantiques, Université Paul Sabatier – Bât. 3R1b4 118 route de 
Narbonne, 31400 Toulouse, France.

Ruthenium nitrosyl complexes have found utility in a variety of applications, such as optical
switches, data storage, and medicine. Depending on the ancillary ligands, environment, and
irradiation  wavelength,  these  complexes  can  undergo  either  intramolecular  NO  linkage
photoisomerization or NO photorelease (Figure 1). In the past years, DFT studies of both the
NO  linkage  photoisomerization  and  photorelease  process  in  the  trans-[RuCl(NO)
(py)4]2+complex  revealed  a  complex  two-step  photoisomerization  mechanism  involving  a
sequential  two-photon  absorption.[1,2]  This  mechanistic  picture  has  been  confirmed
experimentally recently.[3] The DFT study was based on the exploration of the lowest singlet
and triplet potential energy surfaces, assuming efficient decay via intersystem crossing (ISC)
from  the  first  singlet  excited  state  to  the  lowest  triplet  state.  A  further  ab  initio
CASSCF/CASPT2 study[4] has supported and completed the DFT and experimental findings.
In  particular,  the  spin-orbit  coupling  outcomes  helped  to  uncover  the  first  steps  of  the
photoisomerization process, suggesting an efficient singlet to triplet intersystem crossing after
light absorption. At the same time, the topology of the CASPT2 potential energy surfaces
highlighted the possibility of several photoisomerization pathways.  It would be desirable to
verify these hypotheses,  by determining the most  probable  pathways.  In  this  context,  the
surface  hopping  dynamics  including  arbitrary  couplings  (SHARC)  method[5]  represent  a
useful  analytic  tool  to  better  understand the  photochemistry  of  this  system.  Thus,  in  my
presentation,  I  will  present  the  results  of  the  full  dimensional  surface  hopping  SHARC
dynamics on the trans-[RuPy4ClNO]2+ including non adiabatic and spin-orbit couplings, that
describe: i)  the role of the singlet and triplet excited states ii) the branching ratio between the
different photoisomerization pathways iii)  the most important quenching funnels that slow
down the entire N→O isomerization process.

Figure 1. Photoisomerization and photorelease processes of a ruthenium nitrosyl complex 

[1] J. S. Garcia et al., Inorg. Chem., 2015,54, 8310
[2] J. S. Garcia et al., J. Mol. Model., 2016, 22, 284.
[3] L. Khadeeva et al., Inorg. Chem, 2016, 55, 4117.
[4] F. Talotta et al.,  J. Chem. Theo. Comp., 2017, 13, 6120
[5] S. Mai et al., , WIREs Comput. Mol. Sci, 2018, 0,0

218



8.2. Poster Session B

P50

The tardy dance of molecular orbitals

Irmgard Frank1, Peter Kraus1

1Theoretische Chemie, Leibniz Universität Hannover, Callinstr. 3A, 30167 Hannover, 
Germany

Molecular  orbitals  are  the  basis  for  the  understanding  of  chemical  reactions.  A positive
interaction of orbital lobes with the same sign leads to the formation of covalent bonds.  Car-
Parrinello molecular dynamics (CPMD) simulations represent a unique tool to simulate such
reactions. However, caution is advised: Movies of the motion of the molecular orbitals of
benzene and cyclobutadiene show, how during such a dynamics run, the orbitals of the  and

systems may rotate into each other leading to new linear combinations. The total density
which can be computed as the sum of the single orbital densities,  is unchanged by these
rotations. As we show from the dimerization of cyclobutadiene, the predictability of chemical
reactions is preserved. It is always possible to find one or several orbitals which reflect the
chemical change. The rotations observed are not unique to Car-Parrinello molecular dynamics
and are also seen in Born-Oppenheimer molecular dynamics simulations. Cyclobutadiene is
shown to have a fluxional structure in contrast to benzene.

      

 [1] I. Frank and P. Kraus, Int. J. Quantum Chem., accepted (2018).
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Isotope effects by the infinite improbability drive

Luis Vasquez1, Agnieszka Dybala-Defratyka1
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Volatile organic compounds (VOCs) have been the focus of attention in the last decade, due
to their recognition as potential pollutants and harm to the environment and humans. Isotopic
fractionation via evaporation, has been used as a tool to provide vital information about stages,
conditions, and pathways within such contaminants diffuse throughout ecosystems. In spite of
the experimental data, there is a lack of theoretical models/tools that could provide insight to the
ongoing phenomena.

Figure 1: Mean carbon VPIE for BB (left) and mean effective converged energy for bromine
(BB) as a function of imaginary slices (right).

Vapour pressure isotope effects (VPIEs) for evaporation of bromobenzene (BB, C6H5Br), dibro-
momethane (DBM, CH2Br2), and ethanol (ETH, C2H5OH) were predicted using path integral
(PI) formulation. In the case of BB and DBM, VPIEs were additionally calculated using QM/MM
and QM cluster approach. PI, QM/MM and QM cluster results were compared to experimental
data obtained for those systems. In general, cluster simulations tend to provide better results
than PI and QM/MM models. Therefore, the hypothesis that QM cluster exhibit better results
due to possible electronic structure changes that PI is unable to reproduce has been explored.
Energy decomposition analysis (EDAs) on optimised dimers at the MP2/aug-cc-pVTZ level of
theory reveals that for BB and DBM the main contributing force is dispersion, whereas for ETH
electrostatics is as vital as dispersion. Recommendations, regarding what kind of subsequent
approaches, as well as PI strategies ought to be followed (ab-initio PI and/or higher order PI) are
given. National Science Center in Poland (Sonata BIS grant UMO-2014/14/E/ST4/00041) and in
part PLGrid Infrastructure (Poland) have supported this work.
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Electronic and Structural Properties along the Liquid-Vapor Coexistence Curve
and in the Supercritical Phase of Water

Philipp Schienbein1, Dominik Marx1
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Supercritical fluids are substances above their particular liquid-vapor critical point (CP). Ac-
cording to standard textbook knowledge, the supercritical phase is homogeneous although it
was shown that its structural and dynamical properties change dramatically upon varying the
density [1, 2]. Especially in the case of water the continuously changing fundamental physi-
cal and chemical properties in its supercritical phase have been extensively exploited [3]. In
this work we map the liquid-vapor phase diagram by ab initio Gibbs Ensemble Monte Carlo
simulations using Density-Functional Theory with the RPBE functional, D3 dispersion correc-
tions and employing the cp2k program code. Furthermore two state points deep in supercritical
water (SCW) at 750 K and densities of 0.1 kg L−1 (low-density, LD-SCW) and 0.6 kg L−1 (high-
density, HD-SCW) were simulated within the canonical ensemble using the same computational
setup. [4]
Our results show that the CP according to the RPBE-D3 description overestimates the experi-
mental one by 60 K whereas the critical density compares very well. The HD-SCW state consists
of a mixture of large clusters surrounded by monomers and dimers whereas LD-SCW features
clusters up to a maximum of 20 molecules but is vastly dominated by monomers and dimers.
The overall structure is therefore fundamentally different at the two state points. Along the liq-
uid branch of the coexistence curve the average number of H-bonds and the average cluster size
decreases systematically when moving toward the CP from below. In contrast, the opposite is
the case for the vapor branch: The density increases and therefore also the average number of
H-bonds per molecule and the average cluster size increases. Regarding the electronic proper-
ties we show that polarization / charge-transfer effects decrease systematically along the liquid
branch of the coexistence curve and are reduced by approximately 50 and 80 % in HD- and LD-
SCW, respectively, compared to liquid ambient water. This explains fundamentally why THz
spectra of SCW can be rather reliably computed using non-polarizable force fields [5], in stark
contrast to ambient water.

References

[1] A. Cunsolo, G. Pratesi, G. Ruocco, M. Sampoli, F. Sette, R. Verbeni, F. Barocchi, M. Krisch, C.
Masciovecchio, and M. Nardone. “Dynamics of Dense Supercritical Neon at the Transition from
Hydrodynamical to Single-Particle Regimes”. Phys. Rev. Lett. 80 (1998), pp. 3515–3518.

[2] F. Gorelli, M. Santoro, T. Scopigno, M. Krisch, and G. Ruocco. “Liquidlike Behavior of Supercrit-
ical Fluids”. Phys. Rev. Lett. 97 (2006), p. 245702.

[3] H. Weingärtner and E. U. Franck. “Supercritical Water as a Solvent”. Angew. Chem. Int. Ed. 44
(2005), pp. 2672–2692.

[4] P. Schienbein and D. Marx. “Liquid–Vapor Phase Diagram of RPBE-D3 Water: Electronic Prop-
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Computational Studies on NHC-Ligands on Metal Surfaces
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N-heterocyclic carbenes (NHCs) have emerged as valuable ligands for the functionalization
of metal surfaces [1, 2]. Such modified surfaces show enhanced stability compared to their
thiol-modified equivalents [3, 4] and were successfully utilized in biosensing [5] and catalysis
[6, 7]. Despite advances in recent years, the influence of the NHCs’ molecular structure on the
interactions with the metal surface requires further investigation in order to access the full
potential  of  applications  [4,  8].  Density  functional  theory  (DFT)  is  a  powerful  tool  to
characterize and design new materials [9, 10], which has already provided important insights
into the interactions between NHCs and surfaces [3, 11-13].  However, periodic calculations
featuring adsorbates on metal surfaces remain computationally demanding and users must
choose a balance between the accuracy of the results and the time required to perform the
calculations. Here, we present a thorough examination of the calculation setup for a model
NHC on an Au(111) surface and compare results obtained with varying parameters such as
distance between periodic images and slab size. These findings serve as guidelines to assess
the cost/performance ratio in future calculations. 

       [1] Wang, G. et al., Nat. Chem. 2017, 9, 152.
       [2] Adhikari, B. et al., Nanoscale 2016, 8, 8966.
       [3] Crudden, C. M. et al., Nat. Chem. 2014, 6, 40.
       [4] Qi, S. et al., Colloids Surf. A 2018, 538, 488.
       [5] Crudden, C. M. et al., Nat. Commun. 2016, 7, 12654.
       [6] Cao, Z. et al., Angew. Chem. Int. Ed. 2018, 57, 4981.
       [7] Ernst, J. B. et al., J. Am. Chem. Soc. 2017, 139, 9144.
       [8] Larrea, C. R. et al., ChemPhysChem 2017, 18, 3536.
       [9] Hafner, J. et al., MRS Bulletin 2006, 31, 659.
       [10] Saal, J. E. et al., JOM 2013, 65, 1501.
       [11] Chang, K. et al., J. Phys. Chem. A 2017, 121, 2674.
       [12] Jiang, L. et al., Chem. Sci. 2017, 8, 8301.
       [13] Tang, Q. et al., Chem. Mater. 2017, 29, 6908.
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Inverse Design of Dye Sensitizers and QSPR Model of DSSC
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How to find the highly efficient dyes used in dye sensitized solar cells(DSSC), is a significant and
challenging task. To search all possible dyes by pure experimental researches is very cost- and
time- consuming. To help solve the task, we applied our previous inverse design method[1][2]
on porphyrin sensitizers and screen the most promising molecules out from a large pool of sys-
tems on the basis of our QSPR model . The inverse design method used "Gene Algorithm".

Different from our previous studies[2] to optimize benezene according to seperate optical prop-
erties (HOMO-LUMO gap, absorption, the overlap and spatial distribution of occupied molecule
orbitals and unoccupied molecule orbitals, light harvest efficiency), now we optimized porphyrin
according to solar cell efficiency(η). Moreover, the optical properties are the latent variables in
the QSPR model to predict the observed variable η. The data library for QSPR model consists
of 206 dye sensitizers, which are reported under similar experimental conditions in the literature
and vary from porphyrin to small organic molecules.

Using our method, the program can directly output the molecule structures of promising por-
phyrin dyes. In addition, we found that some substitutes appeared often in the promising dyes.
In the future, the promising dyes will be synthesized and tested the performance in solar cells.

[1] Springborg, M. Kohaut, S. Dong, Y. Huwig, K. Comput. Theoret. Chem. 2017, 1107,
14-22.

[2] Huwig, K. Fan, C. Springborg, M. J. Chem. Phys. 2017, 147, 234105.
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Heavier pnictogen···π arene interactions have received increasing attention in the last years.
[1-

3]
 Many experimental and computational studies have been performed to unravel the nature of 

this intermolecular interaction. Pnictogen···π arene interactions are mainly dispersive in 

nature due to the high polarizability of the pnictogen atom, which makes them especially 

interesting in designing new supramolecular structures.
[4, 5]

 

In this study, the detailed computational analysis of the pnictogen···π arene interaction is 

presented. For this purpose, benzene and MR3 molecules where M = As, Sb, or Bi and R = 

CH3, OCH3, or Cl were chosen as model compounds. Several methods including DFT-D, 

DFT-SAPT, MP2, and high-level coupled cluster methods in the DLPNO-CCSD(T) 

approximation were benchmarked to examine pnictogen···π arene interactions in model 

compounds.
[6]

 A novel energy decomposition scheme, the local energy decomposition 

(LED),
[7, 8]

 was used to investigate the dispersion energy contribution to the interaction energy 

and donor-acceptor properties of intermolecular interactions in MR3-benzene adducts. 

Additionally, influence of the substitution (R = CF3, NO2, OCOH, OH, NH2) in the benzene 

ring on the donor-acceptor properties in BiCl3 and Bi(CH3)3 adducts were also studied by 

means of DFT-D and DLPNO-CCSD(T) LED methods. 
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[4] Cangelosi, V. M.; Pitt, M. A.; Vickaryous, W. J.; Allen, C. A.; Zakharov, L. N.; Johnson, 

D. W. Cryst. Growth Des. 2010, 10, 3531. 
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Non-orthogonal Product Wave Function Approach for Electron Transfer
Integrals
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A key ingredient for the theoretical investigation of molecular electronics is the treatment of
intermolecular electron transfer. The charge-transfer (CT) integrals occuring in the theory here
are of additional interest for the CT-mediated pathway in singlet fission[1].
We describe the electron transfer process within a non-orthogonal product wave function ap-
proach. Electronic coupling coefficients in two- or multi-state systems are obtained by a Löwdin
orthogonalization procedure[2].
Such a treatment of non-orthogonal wave functions has found renewed interest in e.g. non-
orthogonal configuration interaction (see for example ref. [3]), and has been applied in the
calculation of electronic coupling coefficients using different levels of theory (e.g. [4, 5]). Here
we present our efficient approach based on individually selected determinants of the building
blocks, compare its performance to other approaches and apply it to singlet hetero fission.

[1] Smith M. B., Michl J., Chem. Rev., 2011, 110, 6891-6936

[2] Löwdin P.-O., J. Chem. Phys., 1950, 18, 365

[3] Sundstrom E. J., Head-Gordon M., J. Chem. Phys. 2014, 140, 114103

[4] Havenith R. W. A., de Gier H. D., Broer R., Mol. Phys. 2012, 110, 2445-2454.

[5] Migliore A., J. Chem. Theory Comput. 2011, 7, 1712-1725.
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Improving the description of the graphene-water interaction: A new
electronic-structure-based force field
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The number of fascinating properties and incredible applications of graphene increases every
year, thus attracting more and more attention [1]. Many of them, such as water purification [2]
or energy storage [1], take place in aqueous media. Nevertheless, describing the interaction be-
tween water and graphene both, efficiently and accurately is still open to improvements.
Experimentally, there is an ongoing controversy about the value of the contact angle between
water droplets and graphene, being the usual measurement to characterize the interaction be-
tween a surface and a liquid. The different measurements range from about 40 to 98◦ according
to recent literature [3]. On the other hand, electronic structure calculations of graphene-water
systems are troublesome due the graphene sheet size effects and the origin of this interaction,
van der Waals forces. For this reason, only a few high-level calculations involving a single water
monomer on graphene are reported [4]. In consequence, force field interaction models available
in literature [5, 6] are debatable because they are based on controversial contact angle values [6]
or on static ab initio results [5], where the contribution of other water molecules are avoided.
For this reason, in this work, a new water-graphene force field based on RPBE-D3 simulations
is presented. RPBE-D3 is a computationally very affordable density functional that has been
shown recently to describe many properties of water and aqueous solutions accurately. In the
present case, we demonstrate that the RPBE-D3 description of the water/graphene interaction
is in satisfactory agreement with previous CCSD(T) results [4] when benchmarked at the single
molecule level. We show how our new force field can reproduce accurately the particle den-
sities and hydrogen-bonding properties of the water/graphene interface obtained from explicit
ab initio molecular dynamics simulations. The force field opens the possibility to compute
slowly-converging properties, both in time and space, using force field molecular dynamics in
conjunction with a suitable water model and allows us to estimate the contact angle. Moreover,
the force field can be used in the framework of QM/MM simulations to exclude graphene from
the electronic structure treatment, thus reducing the computational cost significantly.

Figure 1: Representative snapshot sampled from a water/graphene interface simulation.

[1] Sun, H. et al. Science 2017, 356, 559-604
[2] Surwade, S. P. et al. Nature Nanotechnology 2015, 10, 459
[3] Li, Z. et al. Nature Materials 2013, 12, 925
[4] Voloshima, E. et al. Phys. Chem. Chem. Phys. 2011, 13, 12041
[5] Wu, Y. et al. J. Phys. Chem. B 2013, 117, 8802
[6] Werder, T et al. J. Phys. Chem. B 2003, 107, 1345
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Automated Property Calculation for Fundamental Physics Tests with Molecules
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For many experiments that aim to test fundamental physics and in particular limits of the Stan-
dard Model of particle physics molecules and thus quantum chemistry play an important role.
Interpretation of these experiments requires knowledge of molecular expectation values or tran-
sition matrix elements of a wide variety of symmetry violating operators. In the theoretical de-
scription of these properties relativistic effects typically play a major role. For many purposes it
is not necessary to perform four-component relativistic calculations and quasi-relativistic two-
component methods suffice, however, even in case of purely relativistic effects, as we have
shown for molecular enhancements of a hypothetical electric dipole moment of the electron
(eEDM).[1]
Many programs are designed for two-component calculations. Nonetheless the majority of two-
component programs is restricted to the calculation of common molecular properties, such as
NMR-shielding or g-tensors. This is often caused by the fact that the calculation of relativistic
molecular properties with one- or two-component wave function requires a proper transforma-
tion of the operators into the appropriate picture. The implementation of more exotic, non-
standard properties, such as parity violating energy shifts or other customized effects, often is
done by hand and not available as an out-of-the-box feature. Thus an automated evaluation of
custom one-electron properties with efficiently calculated two-component wave functions has
great potential use.
In this poster a general formulation of relativistic one-electron properties in terms of den-
sity functions is introduced, which allows for automated code generation of a generic two-
component property module. An implementation within a two-component zeroth order regular
approximation (ZORA) framework for the use with a modified version of the Turbomole pro-
gram package[2] is presented. The flexibility of the program is demonstrated by calculation of
symmetry violating properties which are of importance for different fundamental physics tests,
as well as by calculation of conventional hyperfine coupling and NMR shielding tensors.

[1] Gaul, K. and Berger, R. J. Chem. Phys. 2017, 147, 014109.

[2] Ahlrichs, R., Bär, M., Häser, M., Horn, H. and Kölmel, C. Chem. Phys. Lett., 1989, 162,
165; van Wüllen, C. J. Chem. Phys., 1998, 109, 392.
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Interplay between Surface and Bulk Properties of Crystals 
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Recently
1
, we have demonstrated that, for any real material, there is a 

delicate interplay whereby the concerted interactions between all surfaces 

and the bulk region will influence the properties of the individual surfaces. 

Moreover, in some cases, these interactions will also affect the bulk 

properties. Thus, the requirement that no atom in the bulk shall 

experience a force from charges associated with the surface, a 

requirement we formulate in terms of a generalized Tasker condition
2
, 

leads to an interplay between the charge densities of different surfaces for 

a given sample. Thereby, we also demonstrate that so-called polar 

surfaces that often are considered as unstable essentially always can be 

stabilized, although the details of this stabilization then depend on all 

surfaces of the sample, i.e., on the shape of the material. The 

consequences of this interplay are studied through one property that 

usually is considered a bulk property, i.e., the polarization/dipole moment 

per volume, and one property that usually is related to surfaces, i.e., the 

activity of a surface in heterogenous catalysis. Our theoretical findings 

are illustrated through results of density-functional and model 

calculations that are demonstrated to provide useful information. 

 

 

 
[1] Springborg, M.; Zhou, M.; Molayem, M.; Kirtman, B.  J. Phys. Chem. C 2018, 122, 11926. 

[2] Tasker, P. W.  J. Phys. C 1979, 12, 4977. 
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Molecular energy level matching to design model systems for singlet heterofission
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The process of singlet fission [1, 2] is of high interest in experimental and theoretical studies,
as this bi-exciton generation can enhance the conversion efficiencies in photo voltaic cells. By
generation of two triplet excitons from one singlet exciton the Shockley-Queisser limit can be
overcome. Therefore experimental and theoretical investigations aim to understand the singlet
fission process and to design new model systems with better singlet fission rate. The process
can be described by the following simplified scheme:

S1 + S0 
 1(TT)
 T1 + T1

To make the process exoergic, the singlet excitation energy has to be higher than twice the triplet
excitation energy. Optimally the process should be close to be isoergic to have small energy
losses and a high singlet fission rate. Additionally the recombination of the two generated
triplets to another triplet exciton has to be suppressed. That can be achieved if the following two
conditions are accomplished.

E(S1) ≥ 2 E(T1)
E(T2) > 2 E(T1)

Instead of singlet homofission, which takes place in the bulk of a molecular crystal like pen-
tacene and generates twice the same triplet excition, this study focuses on singlet heterofission.
This process is an interface specific correlation phenomenon, where two different molecules are
involved. Here we discuss energy level matching to find potential candidate systems for singlet
heterofission at interfaces.

[1] Smith, M. B., Michl. J. Chem. Rev. 2010, 110, 6891.

[2] Smith, M. B., Michl J. Annu. Rev. Phys. Chem. 2013, 64, 361.
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Surface phase diagram prediction from a minimal number of DFT calculations
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Adsorption on semiconductor and metal oxide surfaces is important for materials synthesis,
sensors, and heterogeneous catalysis. Here, we show that adsorption of Cu atoms [1,2], small
Cu clusters [3], water [4], and hydrogen [5] onto ZnO surfaces sometimes leads to electron
donation from the adsorbate to the substrate, resulting in the ZnO conduction band becoming
populated (“filled”).

This  band-filling  has  important  consequences  for  the  coverage  dependence  of  adsorption
energies in periodic DFT calculations. By employing the  band-filling correction,  which is
commonly used for calculating defect formation energies in bulk semiconductors [6,7], it is
possible  to  estimate  also  the  adsorption  energy  in  the  low-coverage  limit  from a  finite-
coverage calculation [2-5] (Figure 1). Moreover, we show how the band-filling correction can
be used to estimate the entire surface phase diagram for H2 adsorption on ZnO from only four
DFT calculations [5] (Figure 2).

Figure 1. Coverage dependence of 
adsorption energies for Cu atoms  on ZnO.

Figure 2. Surface phase diagram for H adsorption on ZnO predicted
from only four DFT calculations. ΔμH = H chemical potential,
θ = coverage,  θexcess = relative coverage of H@O and H@Zn. 

[1] Hellström, M.; Spångberg, D.; Hermansson, K.; Broqvist, P. Phys. Rev. B 2012, 86, 235302
[2] Hellström, M.; Spångberg, D.; Hermansson, K.; Broqvist, P. J. Chem. Theory Comput. 2013, 9 4673
[3] Hellström, M.; Spångberg, D.; Hermansson, K.; Broqvist, P. J. Phys. Chem. C 2014, 118, 6480
[4] Hellström, M.; Spångberg, D.; Broqvist, P.; Hermansson, K. J. Phys. Chem. C 2015, 119, 1382
[5] Hellström, M.; Behler, J. Phys. Chem. Chem. Phys. 2017, 19, 28731
[6] Van de Walle, C. G.; Neugebauer, J. J. Appl. Phys. 2004, 95, 3851
[7] Lany, S.; Zunger, A. Phys. Rev. B 2008, 78, 235104
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Enhanced O2 activation caused by direct contact to the perimeter of
Au/TiO2 nanocatalyst
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Highly dispersed gold nanoparticles supported by reducible oxides such as titania (TiO2) are
able to catalyze a number of important reactions, including partial oxidation of hydrocarbons,
water gas shift reaction, low-temperature CO oxidation, and selective alcohol oxidation via
molecular oxygen [1]. Especially in reactions of the later type, the catalytic activation of the O2
molecule is of major importance since it provides the oxidizing reagent.
The activation of the oxygen molecule has been shown to happen at active sites directly at the
Au/TiO2 interface, the so-called perimeter sites [2], in the realm of usual heterogeneous catalysis
where the catalyst is in contact with the gas phase. In particular, a charge transfer mechanism
has been proposed based on a set of static structure optimizations [2, 3]. Moreover, the provided
electrons have been predicted to stem from the reduced oxide support, where excess electrons
are localized at distinct Ti3+ sites. More recently, an accelerated ab initio MD study at finite
temperature confirmed a charge transfer mechanism for the overall alcohol oxidation process
in the presence of a gas phase [4]. However, the actual activation of the O2 molecule and the
explanation of the catalytic activity of the celebrated perimeter sites at the Au/TiO2 interface are
to be revealed.
Here, we present an ab initio thermodynamic integration study at elevated temperature of the
O2 activation which takes thermal fluctuation effects into account. We consider the O2 species
adsorbed directly at the Au/TiO2 perimeter and far from the gold cluster at a free TiO2 adsorption
site serving as the internal reference state. The enhanced activation due to direct (perimenter
site) contact of oxygen to the gold nanocatalyst is explained via in depth electronic structure
analyses of representative snapshot configurations from the underlying ab initio MD trajectories.

[1] M. Haruta, Catal. Today 1997, 36, 153 – 166.

[2] M. Farnesi Camellone, J. Zhao, L. Jin, Y. Wang, M. Muhler, D. Marx, Angew. Chem. Int.
Edit. 2013, 52, 5780–5784.

[3] M. Farnesi Camellone, D. Marx, J. Phys. Chem. C 2014, 118, 20989–21000.

[4] D. Muñoz-Santiburcio, M. Farnesi Camellone, D. Marx, Angew. Chem. Int. Edit. 2018, 57,
3327–3331.

1Present address: CIC nanoGUNE, Tolosa Hiribidea, 76, 20018 Donostia – San Sebastian, Spain
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Non-covalent interactions as a guiding principle in the enantioselective
alkynylation of α-ketoesters via copper catalysis
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Directionalyzed hydrogen bonds often play a key role in stabilizing not only intermediates and
products, but also transition states. Thus, they are a very important element in developing new
catalysts for asymmetric synthesis.[1]
Copper-catalyzed asymmetric direct alkynylation of α-ketoesters with terminal alkynes and with
chiral prolinol–phosphine ligands afford various enantioenriched chiral propargylic tertiary al-
cohols.
Quantum-chemical calculations using the BP86 density functional including Grimme’s em-
pirical dispersion correction[2] show the occurrence of OH···O/sp3-CH···O two-point hydro-
gen bonding between the chiral ligand and the carbonyl group of the ketoester in the stereo-
determining transition states. Combined with the hydrogen-bonding interactions orienting the
ketoester substrate, dispersive attractions between the chiral ligand (P-cyclohexyl groups) and
the ketoester in the favored transition states, rather than steric repulsions in the disfavored tran-
sition state explain the enantioselectivity of the asymmetric copper catalysis.[3]

O

O

O

(R)(R)

HO

+
H Cu-L* (cat.)

tBuOH, 25 °C
N

H

PCy2

OH

tBu
Ph

Ph
Ph

Ph

CO2Me

[1] T. Ishii, R. Watanabe, T. Moriya, H. Ohmiya, S. Mori, M. Sawamura, Chem. Eur. J.
2013, 19, 13547-13553.

[2] Gaussian 09, Rev. D01; Optimizations: DF-BP86/def2-SVP (imag. freq. i = [0, 1], IRC
confirmed); Energies: DF-BP86-D3(BJ)-PCM(tBuOH)/def2-TZVPP; Thermal correc-
tions estimated at 298 K and 1 atm on optimized geometries.

[3] Martin C. Schwarzer, Akane Fujioka, Takaoki Ishii, Hirohisa Ohmiya, Seiji Mori,
Masaya Sawamura, Chem. Sci. 2018, 9, 3484-3493.
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Studying the superfluidity of bosonic helium, 4He, has been a recurrent research field as it is a
macroscopic manifestation of quantum mechanics and numerous studies have been carried out
for superfluid clusters, some of them including molecular impurities. For theoretical studies of
superfluidity path integral simulations are a widespread method. In that approach to quantum
mechanics, each particle can be rigorously understood as a polymer of M beads in the M → ∞
limit and this transformation is the basis of the isomorphism with a classical simulation of poly-
mers which allows one to perform quantum calculations with essentially M-linearly increasing
cost of classical mechanics. It is also possible to represent the exchange of indistinguishable
particles by the connectivity of the polymers, necessary for the study of superfluidity of 4He
systems.

In this work, microsolvation complexes of a water molecule and an hydronium cation with one
to 12 4He atoms at a temperature of T = 0.5 K are studied using a path integral Monte Carlo
code, PIMC-MoRiBS [1]. This code is specific for calculations of a rigid molecular rotors in
bosonic solvents where the rotational degrees of freedom of the molecular rotor are explicitly
quantized. With this approach, the behavior of energetic and structural properties, as well as the
superfluid responses of H2O and H3O+ are studied as a function of the number of helium atoms.
Striking differences in these properties between these two simple molecules are disclosed.

Figure 1: Hydronium ion microsolvated with nine helium atoms at a temperature of 0.5 K as
represented by a single path integral snapshot configuration consisting of M = 512
beads.

[1] Zeng, T., Blinov, N., Guillon, G., Hui, L., Bishop, K. P. and Roy, P. N. Comp. Phys.
Comm. 2016, 204, 170.
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Development of a Neural Network Potential for Metal-Organic Frameworks
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Metal-organic frameworks (MOFs) are porous crystalline materials with many applications,
from gas separation to heterogeneous catalysis. They consist of inorganic metal-oxo secondary
building units, which are connected by organic linker molecules to form three-dimensional cage
structures. By choosing these components, the chemical and physical properties of MOFs can
be modified in a controlled way to improve the performance in these applications. To date,
computer simulations of chemical processes in MOFs are severely hampered by the use of clas-
sical force fields, which in most cases are unable to describe the making and breaking of bonds,
while the direct use of electronic structure calculations in ab initio molecular dynamics (MD) is
computationally too demanding as often very large unit cells need to be considered.
Here we investigate the applicability of high-dimensional neural network potentials (NNP) to
represent the density-functional theory (DFT) potential-energy surfaces of a series of crystalline
MOFs using IRMOF-1, -10 and -16 as benchmark systems. In general, NNPs are an important
class of machine learning potentials, which has been demonstrated to provide potential-energy
surfaces with first-principles accuracy at the cost of simple empirical potentials for a wide range
of systems. The training data for the NNP contains only the energies and forces of small molec-
ular fragments cut from the periodic MOF structures. After a description of the method, we
provide first validation results and preliminary MD simulations for the different bulk structures.
We find that, as has been shown for a series of other systems, that small subsystems can be used
to construct a NNP for MOFs, which is applicable to much larger systems.

a) c)b)

Figure 1: Crystal structures of a) IRMOF-1, b)IRMOF-10 and c) IRMOF-16.
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The lithium manganese oxide spinel LixMn2O4, with 0 < x < 2, is a prominent example of cath-
ode materials in lithium ion batteries offering advantages such as low costs and non-toxicity.[1]

Its electronic structure changes with the Li content while no major structural changes occur in
the range from x = 0 to 1. This decoupling of the electronic and geometric structure enables
systematic studies and allows gaining insights into the properties of this material as a function
of its composition.
However, an accurate description of LixMn2O4 by first-principles methods like density func-
tional theory is far from trivial due to its complex electronic structure, with a variety of close-
lying electronic and magnetic states. It has been found that the local density approximation as
well as the generalised gradient approximation are unable to describe LixMn2O4 correctly.[2]

We performed an extensive benchmarking using the hybrid functionals PBE0, HSE06, and the
recently developed local hybrid functional PBE0r,[3] with the result that these functionals yield
energetic, structural, electronic, and magnetic properties which are in good agreement with ex-
perimental measurements.
Apart from the electronic structure, a second challenge is the need for large systems to perform
simulations for realistic structural models addressing for example the lithium diffusion process.
Employing density functional theory directly in form of ab initio molecular dynamics is un-
feasible because of the high costs. We overcome this problem by employing an efficient and
accurate machine learning potential based on neural networks. This high-dimensional neural
network potential[4] combines the accuracy of first-principles calculations with the efficiency of
empirical potentials.

[1] H. Berg, K. Göransson, B. Noläng, J. O. Thomas, J. Mater. Chem. 1999, 9, 2813.

[2] C. Y. Ouyang, S. Q. Shi, M. S. Lei, J. Alloy. Comp. 2009, 474, 370–374.

[3] M. Sotoudeh, S. Rajpurohit, P. Blöchl, D. Mierwaldt, J. Norpoth, V. Roddatis, S. Mild-
ner, B. Kressdorf, B. Ifland, C. Jooss, Phys. Rev. B 2017, 95, 235150.

[4] J. Behler, M. Parrinello, Phys. Rev. Lett. 2007, 98, 146401.
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Copper containing enzymes are a prominent example for bio catalysts that enable electron 

transfer. Understanding complexes like these is of great interest for catalytic applications. 

Two very important factors are the geometry and electronic structure, which strongly depend 

on the oxidation state of the metal. Exact knowledge of involved mechanisms is essential for 

understanding these compounds. High Energy Resolution Fluorescence Detected X-Ray 

Absorption Spectroscopy (HERFD-XAS) provides information about local geometry and the 

local spin state, by reflecting the details of the lowest unoccupied states.[1] In this study we 

investigated a Cu(I) complex in the gas and in the crystalline phase as well as a single 

complex in water solution. 

High Energy Resolution Fluorescence Detected X-Ray Absorption Spectroscopy (HERFD-

XAS) was used in conjunction with different computational approaches. The fact that x-ray 

absorption spectroscopy is independent of the state of aggregation is important to study the 

complexes in their natural environment (e.g. soluted in water). The HERFD-XANES 

approach was used instead of the conventional XANES because of the higher resolution.  

Calculations were carried out with the CP2K program suite.[2] A combination of Ab initio 

molecular dynamics (AIMD) and DFT calculated XAS spectra was used. The computational 

approach involved an expansion of the Kohn-Sham orbitals in Gaussians while the electron 

density was described by a plane wave approach. 

The experimental spectrum shows no prepeak as expected for Cu(I) (d10) but several features 

in the edge which were already discussed elsewhere.[3] This study mainly focused on 

approaches for calculating these spectra with periodic boundary conditions and in solution. 

The agreement is good for each individual approach but several distinct differences will be 

shown. One example for these differences is the intensity ratio of the features to one another. 

This intensity depends in some cases on the approach and clearly shows the influence of the 

kind of underlying transition (e.g. charge transfer). 

We show that this computational approach is in good agreement with the experimental spectra 

up to high energies. This is often a shortcoming for other approaches because of the highly 

delocalized electron density for the high energy transitions.  

It will also become clear that the most expensive and generally most valid approach might not 

always give the best results. 

 

References: [1] A. J.Atkins, C. R. Jacob, M. Bauer, Chem. Eur. J. 2012, 18, 7021-7025, [2] J. 

Hutter, M. Iannuzzi, F. Schiffmann, J. Vandevondele, Wiley Interdiscip. Rev. Comput. Mol. 

Sci. 2014, 4, 15–25, [3] N. J. Vollmers, P. Müller, M. Bauer et. al., Inorg. Chem. 2016, 55, 

11694-11706 
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Cu2ZnSnS4 Kesterite - phase stability under pressure, Cd-doping and Ag
analogues
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At ambient conditions, Cu2ZnSnS4 crystallizes in the tetragonal kesterite (KS) structure (space
group I4̄, Z=2, Fig. 1). This phase is structurally derived from the sphalerite/zincblende (ZB)
structure.

Figure 1: Unit cell
for the Cu2ZnSnS4
kesterite structure.
Blue: Cu, pink:
Zn, gray: Sn and
yellow: S.

Various other phases are discussed as high pressure modifications or
reached with specific synthetic conditions. [1, 2] We simulated the
pressure dependence of various suggested Cu2ZnSnS4 structures in-
cluding disordered ones (e.g. kesterite, disordered kesterite, stan-
nite and GeSb-type phases) at DFT level using the PBE functional.
We conducted a volume scan which corresponds to a pressure range
of 0-100 GPa. A Birch-Murnaghan Equation of State was fitted to
the data and the enthalpies (H(P) = E + PV) have been calculated.
Thereby we accurately reproduce the experimental observations, pre-
dicting the kesterite→GeSb-type phase transition at 15 GPa. [3] Ap-
plying the HSE06 hybrid functional we predict that unlike the starting
semi-conducting kesterite-type Cu2ZnSnS4 structure, the high-pressure
GeSb-type phase shows metallic conductivity.
Optical properties in this material for solar energy conversion can be
changed by various doping mechanisms, often in line with structural
changes. In experiment Cd doping (Cu2Zn1−xCdxSnS4) leads to a struc-
tural change from the kesterite to the stannite phase (space group I4̄2m,
Z=2) for a Cd molfraction beyond x=0.375. We simulated both phases
in a 2x2x1 super cell and included all possible substitution patterns
within the super cell and optimized them fully at the PBE level. We pre-
dict a KS-to-ST transition at x=0.52. The deviation to the experiment could be due to cationic
disorder in the kesterite phase. Work is in progress introducing disorder in the KS phase to
reveal the influence on the transition molfraction.
To reduce cationic disorder the corresponding Ag-compound (Ag2ZnSnS4) is used in the exper-
iment, due to the larger ionic radius. We tested a small set of differently disordered KS phases in
2x2x1 super cells at the PBE level and compared them to their Cu2ZnSnS4 analogues. The sta-
bility of the disordered phases decreases with the number of Ag-Zn exchanges, whereas for the
Copper analogue one fully disordered structure is nearly as stable as the fully ordered structure.

[1] I. Efthimiopoulos, A. Ritscher, M. Lerch, S. Speziale, A. S. Pakhomova, H. P. Liermann and
M. Koch-Müller, Appl. Phys. Lett. 2017, 110, 041905.

[2] T. Maeda, S. Nakamura and T. Wada, MRS Proceedings 2009, 1165, 1165-M04-03.

[3] I. Efthimiopoulos, T. Küllmey, S. Speziale, A. S. Pakhomova, M. Quennet, B. Paulus,
A. Ritscher, M. Lerch and M. Koch-Müller, submited to: J. Appl. Phys. 2018.
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Global optimization of alkali clusters: Application of a modified embedded atom
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Alkali metal clusters have been the focus of many theoretical and experimental studies. Besides
their technological relevance they are used as model systems to test theoretical methods and to
gain a better understanding of metal clusters in general (examplarily see references [1–3]).
The identification of the most stable cluster geometries is essential for the subsequent investiga-
tion of properties. Here for the first time the six most stable structures of alkali clusters LiN and
NaN (N = 2 − 150) have been determined. A modified embedded atom method (MEAM) [4]
was used within an unbiased global optimization procedure. Initially the MEAM was used to
calculate various properties of bulk alkali metals, including stability and phonon dispersion with
reasonable agreement with other experimental and theoretical work [4]. Furthermore our appli-
cation to the lithium and sodium dimer also gave results comparable to reported theoretical stud-
ies and experiments. Therefore it was expected to work also for larger cluster sizes. Moreover
the MEAM allows many calculations in short time due to its semiempirical analytic equations.
Therefore an unbiased global optimization can be performed considering many million calcula-
tions for one cluster size leading to an extensive examination of the potential hypersurfaces.
Our global optimization procedure includes two main steps. First alkali clusters are gener-
ated randomly in different arrangements und subsequently are optimized locally using the first
derivative of the analytic equations. Several calculations, each considering millions of clusters
are performed, analysed and the six energetic lowest isomers are kept. These are used as in-
put structures for the automatized Aufbau-Abbau algorithm in step two. The six most stable
clusters resulting from the “random calculations” and the Aufbau-Abbau process present the
globally optimized structures. Comparison to available data of other studies confirms the appli-
cability of the MEAM to alkali clusters.
Besides a subsequent comprehensive energetic and structural analysis, the calculation of ther-
modynamic and melting properties of the optimized clusters will be done in the near future.

[1] de Heer, W. A. Rev. Mod. Phys. 1993, 65, 611.

[2] Hu, H.-S., Zhao, Y.-F., Hammond, J. R., Bylaska, E. J., Aprà, E., van Dam, H. J. J., Li,
J., Govind, N., Kowalski, K. Chem. Phys. Lett. 2016, 644, 235.

[3] Sun, W. G., Wang, J. J., Lu, C., Xia, X. X., Kuang, X. Y., Hermann, A. Inorg. Chem.
2017, 56, 1241.

[4] Hu, W., Masahiro, F. Modelling Simul. Mater. Sci. Eng. 2002, 10, 707.
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ABSTRACT: The 18-electron rule, which ascribes a particular stability to transitionmetal 

(TM) complexes where the metal possesses a (n)s2(n-1)d10(n)p6 noble gas configuration, is a 

very useful tool in inorganic chemistry.1 Here, we report quantum chemical calculations on 

the stable 20-electron carbonyl anion complexes of group-three metals TM(CO)8
- (TM = Sc, 

Y, La).2 The molecules have a cubic (Oh) equilibrium geometry and a singlet (1A1g) electronic 

ground state. The 20-electron systems TM(CO)8
- are energetically stable toward loss of one 

CO ligand yielding the 18-electron complexes TM(CO)7
- in the 1A1 electronic ground state. 

There is one occupied valence molecular orbital with a2u symmetry of TM(CO)8
-, which is 

formed only by ligand orbitals without a contribution from the metal AOs. The adducts 

TM(CO)8
- fulfill the 18-electron rule when one considers only those valence electrons, which 

occupy metal-ligand bonding orbitals. Further energy decomposition analysis using TM- 

((n)s0(n-1)d4) and (CO)8 as interacting fragments revealed that the strength of the intrinsic 

interaction between TM- and (CO)8 has the order Sc > Y > La and the attractive metal-CO 

interactions come mainly from covalent bonding, in which the dominant contribution is the 

[TM]- → CO π backdonation. 

 
Figure 1. (a) Optimized geometries of [TM(CO)8]- with the bond lengths (in Å) for TM = Sc, 

Y, and La in regular, italics, and in parentheses, respectively. (b) Splitting of the valence 

orbitals of the metal and (CO)8 in the cubic field of TM(CO)8
-. 

 

 

       [1] G. Frenking,* N. Fröhlich, Chem. Rev. 2000, 100, 717. 

       [2] J. Jin+, T. Yang+, K. Xin, G. Wang, X. Jin, M. Zhou,* G. Frenking,* Angew. Chem. 

Int. Ed. 2018, 57, 6236. 
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Green sulphur bacteria (GSB) harvest sunlight by absorbing photons through their large antenna complex 

known as chlorosomes and transfer this solar energy to a reaction center for photosynthetic charge 

separation. During this process, the excitation energy is absorbed by chlorosomes and passed through Fenna-

Matthews-Olson (FMO) complexes to the respective reaction centers (RC) [1]. In recent years, the FMO 

complex has caught quite some attention especially due to the claim of experimentally observed long-lived 

quantum coherences. In the present study, we performed ab-initio QM/MM dynamics of the FMO complex 

to explore the excitation energy transfer among its bacteriochlorophyll pigments at room temperature. To this 

end, we have applied the self-consistent-charge Density-Functional based Tight-Binding (SCC-DFTB) 

technique to perform dynamical simulations together with the CHARMM force field in a QM/MM fashion [2]. 

Subsequently, time-dependent long-range corrected Density-Functional based Tight-Binding (TD-LC-DFTB) 

calculations were performed along this QM/MM trajectory to determine the excitation energy fluctuations of 

each pigment [3]. In a next step, auto-correlation functions and spectral densities have been extracted from the 

energy gap fluctuations which can serve as input for density matrix calculations. Furthermore, the present 

investigations have been compared to semi-empirical ZINDO/S-CIS calculations along classical trajectories. 

    
References:  
1.  C. Olbrich et al. J. Phys. Chem. B. 2011, 115, 8609-8621. 
2. T. Kubař et al.  J. Comput. Chem. 2015, 36, 1978-1989. 
3.  J. J. Kranz et al.  J. Chem. Theory Comput. 2017, 13, 1737-1474. 

This abstract was scaled because it exceeded the allowed page size.
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For aromatic species, substituent effects are phenomena which strongly influence properties 

of these systems [1,2]. This leads to the question of the interrelation between aromaticity and 

substituent effect. This work examines changes in aromaticity in para-substituted benzene 

derivatives exposed to external electric fields of various intensities. Three systems: para-

aminophenol, para-nitrobenzonitrile and para-nitrophenol with different substituent electron-

accepting/donating properties are studied (for spatial orientation of these systems, see Figure). 

 

 

 
Figure: Orientation of para-substituted benzene derivatives in an external electric field. 

 

 

The interrelation between aromaticity and the substituent effect appears to be of a competitive 

nature [3]. The aromaticity of the benzene ring (and the substituent effect) in such systems 

can be tuned by changing the intensity of the external electric field [3]. Such tuning is most 

effective for a system containing one electron-donating and one electron-accepting 

substituent. 

 

 

       [1] Krygowski, T. M.; Stępień, B. T. Chem. Rev. 2005, 105, 3482. 

       [2] Krygowski, T. M.; Stępień, B.; Cyrański, M. K. Int. J. Mol. Sci. 2005, 6, 45. 

       [3] Dominikowska, J.; Palusiak, M. ChemPhysChem, 2018, 19, 590. 
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Since the discovery of graphene in 2004 and the subsequent Nobel prize in 2010 two-

dimensional (2D) materials became one of the most active fields in science. Graphene as 

cutting-edge material shows a lot of interesting properties, such as Dirac cones in combination 

with an extraordinarily high carrier mobility. However, the semimetallic nature of graphene 

impedes its applications in transistors and all attempts on opening a sizeable, robust band gap 

without losing the high carrier mobility failed so far.  

In this contribution, we use ab initio DFT calculations to suggest stable polymorphs of two-

dimensional phosphorus carbide monolayers with the 1:1 stoichiometry (PC) to evaluate the 

potential of these compounds as highly mobile semiconductors for electronic circuitry [1,2]. 

For that purpose, their stability was verified by molecular dynamics simulations. Furthermore, 

the structural motifs could be linked to the electronic properties and therefore an explanation 

for the occurrence of a Dirac cone or band gap can be offered. 

 

 

 
Figure 1: PC monolayer with highlighted primitive unit cell (left) and associated highest 

occupied crystal orbital (right). Phosphorus and carbon atoms are depicted in red 

and black respectively. 

 

 

References: 

 

[1] Heller et al., Phys. Status Solidi B 2018, 1800192. 

[2] Guan et al., Nano Lett. 2016, 16, 3247. 
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A novel Al-oxide cluster was synthesized with the aim of trapping early intermediates during 
Al precursor hydrolysis.[1] The gas-phase anion, as depicted in figure 1, was probed with action 
Infra-red Spectroscopy (IR-PD).  DFT models suggest that the (AlO)3 core undergoes structural 
change upon ionization.  Intramolecular interactions between the bridging OH groups and the 
aromatic ligand moieties influence the structure and the spectral features. 
In a separate work, we investigate the suppression of Hydrogen Atom Transfer (HAT) reactivity 
by the replacement of one Al atom for Fe, as depicted in figure 2, in a small mixed oxide cluster 
cation.  The cluster Al8O12+ has a predicted structure which deviates from the bulk corundum 
structure.[2]  Calculations predict high spin density on the apical oxygen, suggesting radical 
character.  This explains the ‘direct’ HAT reactivity as observed with methane.[3]  IR-PD data 
has been collected for the mono-substituted cluster FeAl7O12

+.  DFT was used to explain the 
low reactivity, assign the IR-PD spectrum and assess the Fe electronic structure. 

 
[1] K. S. Lokare, N. Frank, B. Braun-Cula, I. Goikoetzea, J. Sauer, C. Limberg, Angew. Chem. 
Int. Ed. 2016, 55, 12325.  
[2] M. Sierka, J. Döbler, J. Sauer, G. Santambrogio, M. Brümmer, L. Wöste, E. Janssens, G. 
Meijer, K. Asmis, Angew. Chem. Int. Ed. 2007 46, 3372. 
[3] S. Feyel, J. Döbler, R. Höckendorf, M. K. Beyer, J. Sauer, H. Schwarz, Angew. Chem. Int. 
Ed.  2008 47, 1946. 
 

Fig. 1. 3Al 
mono-anionic 
cluster with 
bridging OH 
highlighted in 
the core Al-O 
region. 

Fig. 2. Mono- 
cationic 
cluster, 
FeAl7O12

+, as 
predicted by 
DFT.  
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Modeling the pressure dependence of the hydrophobic effect of amyloids in
aqueous solution
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The hydrophobic effect has strong influence on the folding behaviour of proteins. Most proteino-
genic amino acids include hydrophobic residues. In the native state of the protein in water most
hydrophilic groups are directes outwards to the aqueous environment, whereas the lipophilic
residues point inwards.
The activity of insuline, for example, decreases strongly under abyssal conditions (below 1000 m
depth). At the corresponding pressure, its tertiary structure changes significantly [1].
Some deseases of the human brain, e. g. the Alzheimer disease, are caused by proteins which
cannot be disassembled due to their prion-like misfolded structure. It is the aim of this work to
investigate the pressure dependence of the misfolding.
Due to the size of the molecule and its hydration shell, the preliminary calculations are carried
out with molecular dynamics using the force field based code GROMACS[2]. Further calcula-
tions with higher accuracy are planned with the Car-Parrinello-code CPMD [3].

[1] Herring, P., “The Biology of the Deep Ocean (Biology of Habitats)”, Oxford University,
Press, S. 121 (2002)

[2] Abraham, M.J.,van der Spoel, D., Lindahl, E., Hess B., and the GROMACS develop-
ment team, GROMACS User Manual version 2018.2, www.gromacs.org (2018)

[3] Marx, D. and Hutter, J., “Ab Initio Molecular Dynamics”, Cambridge University Press.
(2009)
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Braunschweig, Deutschland
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Intermolecular charge-transfer plays an important role in organic photovoltaics [1]. However,
the correct description of intermolecular charge-transfer with density-functional theory has pro-
ven to be difficult because of the self-interaction error (SIE) in approximate exchange-correlation
functionals [2].

Here, we investigate a tetrathiafulvalene-tetracyanoquinodimethane (TTF-TCNQ) model com-
plex as a test case. We analyse the fractional charge error for this complex and find that the
non-linearity of the monomer energies as a function of the total charge causes large errors in the
derivative gap, which in turn leads to a negative HOMO-LUMO gap in the dimer.

To overcome this error we apply subsystem density-functional theory [3]. With this approach
we partition the complex into two subsystems with opposite fractional charges and calculate the
energy of the monomer subsystems and their interaction energy as a function of the fractional
charge. For the monomer subsystems, we correct the fractional charge error by applying a linear
interpolation between integer charges.

We find that subsystem density-functional theory overcomes the SIE and describes the charge-
transfer correct. The transferred charge as a function of the electric field shows the expected
integer electron jump.

[1] V. Regemorter et al., J. Chem. Phys., 2012, 137, 174704.

[2] A. Cohen, P. Mori-Sánchez, W. Yang, sciencemag, 2008, 321, 792.

[3] C. R. Jacob, J. Neugebauer, WIREs Comput Mol Sci, 2014, 4, 325.
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Systematic exploration of a reaction network by density functional theory: The
growth of  gallium phosphide on semiconductor surfaces

Fabian Pieck 1, Ralf Tonner1

1Fachbereich Chemie and Material Sciences Center, Philipps-Universität Marburg, Hans- 
Meerwein Straße 4, 35032 Marburg, Germany

A fundamental step for future technologies is the development of new semiconductors. 
Promising  candidates  belong to the group of III/V semiconductors which are commonly 
grown by metal-organic vapour phase epitaxy (MOVPE).

An atomistic model for the growth mechanism of for example gallium phosphide (GaP) is 
desirable but due to the high complexity of the surface chemistry yet inaccessible. The high  
number of surface reconstructions and the complexity of precursor molecules and their 
decomposition characteristics, which need to be considered in order to accurately understand 
and describe the underlying chemistry, require a systematic or even partially automated 
approach.  

We are developing a systematic and hierarchical procedure to explore the reaction network 
including the adsorption, diffusion and decomposition of precursor molecules on a 
semiconductor surface. 

The procedure follows a grid-based scheme to generate starting structures (figure 1) which are
optimized by density functional theory in a periodic slab model. Unique minima are selected 
according to their energy and root-mean-square deviation to all other obtained structures. In a 
subsequent step, the minimum energy paths describing a diffusion or a decomposition are 
selected step-by-step with gradually increasing complexity  and calculated by double ended 
methods (e.g. the nudged elastic band method). 

          

Figure 1. A grid (blue spheres) is stretched above the surface ensuring a regular distribution
of precursor molecules along the in-plane axes and a constant distance to the GaP(001)

surface (left). Diffusion paths (dashed lines) connecting obtained minima (blue spheres) are
proposed (right).
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Simulation of High Harmonic Generation spectra for molecular isomers using
the time-dependent Configuration Interaction Singles method

Florian Bedurke1, Tillmann Klamroth1, Peter Saalfrank1

1Universität Potsdam, Institut für Chemie, Karl-Liebknecht-Str. 24-25, D-14476
Potsdam-Golm, Germany

When atoms or molecules are irradiated with short intense laser pulses, they can emit photons
with frequencies that are integer multiples of the laser frequency - a process known as High Har-
monic Generation (HHG) [1]. HHG spectra are closely related to the electronic structure of the
investigated species. For instance, recently cis- and trans-1,2-dichloroethene (cis-1,2-DCE and
trans-1,2-DCE, respectively) were experimentally distinguished by means of their HHG spectra
[2]. In this contribution, we report computed HHG spectra for both molecular isomers using the
time-dependent Configuration Interaction Singles (TD-CIS) method in an atom-centered basis
[3]. When computing HHG spectra with this method, the choice of appropriate basis functions
for the description of the electron’s large-amplitude motion in the continuum is one of the most
critical issues. Further, since HHG involves ionization and the molecules are randomly ori-
ented, we use a heuristic model for ionization and perform rotational averaging [4]. We present
a detailed analysis of the influence of the basis set and ionization on the HHG spectra for cis-
and trans-1,2-DCE. The latter show qualitative agreement with the experimental spectra and
differences between both isomers can be discussed on the basis of our calculations.

[1] Corkum, P. B. Phys. Rev. Lett. 1993, 71, 1994-1997.

[2] Wong, M. C. H., Brichta, J.-P., Spanner, M., Patchkovskii, S. and Bhardwaj, V. R. Phys.
Rev. A. 2011, 84, 051403.

[3] Krause, P., Klamroth, T. and Saalfrank, P. J. Chem. Phys. 2005, 123, 074105.

[4] Klinkusch, S., Saalfrank, P. and Klamroth, T. J. Chem. Phys. 2009, 131, 114304.
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Accurate vibronic quantum dynamics of NO3 using a diabatic neural network
potential

David M. G. Williams1, Wolfgang Eisfeld1

1Theoretische Chemie, Universität Bielefeld, Universitätsstr. 25, 33615 Bielefeld,  Germany

The accurate theoretical treatment of nonadiabatic nuclear quantum dynamics requires the
availability of accurate coupled potential energy surfaces (PESs). The development of such
PES models is still an unsolved problem. Therefore, a new diabatization method based on
artificial neural networks (ANNs) has been developed, which is capable to reproduce high-
quality  ab initio data with excellent accuracy. The diabatic potential matrix is expanded in
terms of a set of basic coupling matrices and the expansion coefficients are made geometry-
dependent by the output neurons of the ANN. The ANN is trained with respect to  ab initio
data using a modified Marquardt-Levenberg back-propagation algorithm.

This novel ANN diabatization approach has been applied to the low-lying electronic states of
NO3 as  a  prototypical  and  notoriously  difficult  Jahn-Teller  system in  which  the  accurate
description of the very strong non-adiabatic coupling is of paramount importance. The newly
developed diabatic ANN PES model reproduces a set of more than 90000 MR-SDCI energies
for the five lowest PES sheets with an rms error well below 50 cm -1. The vibronic spectra of
the electronic ground state of 2A'2 symmetry and the first excited state of 2E'' symmetry have
been studied by accurate quantum dynamics calculations using the new model. The results
show unprecedented agreement with high-resolution FT-IR spectra [1] and jet-cooled CRD 
spectra,[2]  respectively,  and  greatly  improve  our  previous  studies.[3-4]  The  results  are
sufficiently accurate to pinpoint experimental misinterpretations unequivocally and hopefully
will help to settle a longstanding dispute. These results also demonstrate the power of the
newly developed method.

       [1] Kawaguchi, K., Narahara, T., Fujimori, R.,Tang, J., and Ishiwata, T., 
            J. Mol. Spectrosc. 2017, 334, 10.
       [2] Codd, T., Chen, M.-W., Roudjane, M., Stanton, J. F., and Miller, T. A., 
            J. Chem. Phys 2015. 142, 184305.
       [3] Viel, A. and Eisfeld, W., Chem. Phys. 2018, 509, 81.
       [4] Eisfeld, W. and Viel, A., J. Chem. Phys. 2017, 146, 034303.
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Functionalization of MoS2 with light switchable azobenzene

Helena Osthues1, Nikos L. Doltsinis1

1Institute for Solid State Theory and Center of Multiscale Theory and Computation, University
of Münster, Wilhelm-Klemm-Straße 10, 48149 Münster, Germany

The optical and electronic properties of multilayer molybdenum disulfide and other transition
metal dichalcogenides crucially depend on the interlayer spacing and, in general, on the sur-
rounding dielectric medium [1]. This motivated the idea to investigate layered two-dimensional
materials which exploit the photoinduced isomerisation of covalently bound azobenzene to re-
versibly alter the system’s properties.

The functionalization of MoS2 with light switchable azobenzene is investigated by ab initio
calculations. Sulfur vacancies are considered as reactive centers for thiol and amino groups to
covalently bind. Density functional theory (DFT) is employed to analyse the stability of these
configurations and to determine their electronic structure. The influence of the MoS2 layers on
the photoswitching mechanism and efficiency is studied using excited state ab initio molecular
dynamics based on TDDFT. The band structure and the absorption spectrum of the 2D struc-
tures are treated within the many-body perturbation theory in the GW approximation using a
perturbative LDA+GdW approach [2] to take polarization effects and inhomogeneous screening
into account.

Figure 1: Two stable ground state geometries of MoS2 layers linked by trans (left) and cis (right)
azobenzene.

[1] Splendiani, A. Nano Lett. 2010, 10, 1271.

[2] Rohlfing, M. Phys. Rev. B 2010, 82, 205127.
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Ab Initio Simulations of P-Compounds at Mineral Surfaces

G. Prasanth, Ashour A. Ahmed, Oliver Kühn

Institute of Physics, University of Rostock, D-18059 Rostock, Germany.

Phosphorus (P) plays an important role in the environmental nutrient cycle. P is central to all
forms of life and its efficient use in fertilizers is one of the conditions for providing food for a
rapidly increasing human population. Facing the projected peak P scenario, substantial research
activities have been triggered to improve our knowledge towards a more efficient and sustainable
use of P resources. One major factor playing a role in the P immobilization and thus efficiency
is the strong interaction of phosphates to soil mineral surfaces and especially to Fe- and Al- oxy-
hydroxides. To draw a molecular level picture about this interaction, we have studied binding
of two abundant phosphates (inositol-hexa phosphate (IHP) and glycerolphosphate (GP)) at two
different mineral surfaces (goethite (FeOOH) and diaspore (AlOOH)). Here, water as an aque-
ous solution in soil was involved around each phosphate–mineral model. In the current contribu-
tion, all models are treated by DFT using periodic boundary conditions (PBC). The calculations
are performed using the mixed Gaussian and plane wave approach implemented in CP2K. Due
to size of our models, QM/MM calculations have been performed to have good accuracy with
less computational time. Here, the relevant reactive molecular system including the top two
layers of the mineral surface, phosphate, and the surrounding water molecules are described
at QM level. During the MD simulations, different binding motifs including monodentate and
bidentate are observed between the phosphates and the mineral surfaces. Moreover, protons
transfer from phosphates to the mineral surfaces as well as to the surrounding water molecules.
In addition, the interfacial water molecules interact with the mineral surfaces via formation of
covalent bonds and H-bonds. Furthermore, dissociation of some water molecules is observed at
the surface to protons and hydroxyl groups. More details will be presented in the poster.

[1] Ahmed, A. A.; Leinweber, P.; Kühn, O. Phys. Chem. Chem. Phys. 2018, 20, 1531.

[2] Missong, A. et. al, J. Plant Nutr. Soil Sci. 2016, 179, 159.

[3] CP2K. Open source molecular dynamics code, cp2k. www.cp2k.org, 5.1, 2017.
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An extended Hamiltonian approach to adaptive QM/MM simulations

Jim Bachmann1, Nikos Doltsinis1

1Institut für Festkörpertheorie, Westfälische Wilhelms-Universität Münster,
Wilhelm-Klemm-Straße 10, 48149 Münster, Deutschland

QM/MM calculations can greatly reduce the computational cost by treating the chemically in-
ert environment classically by molecular mechanics (MM) and the chemically active core by a
quantum-mechanical (QM) method [1]. Thus they provide access to a wider range of phenom-
ena occuring in extended systems, such as biomolecules. In many cases, the partitioning of the
system into QM and MM regions needs to be redefined during the simulation, e.g. to guarantee
a solvation shell of quantum-mechanical water around the active core at all times.

Instantaneous switching between interaction potentials, e.g. switching an atom or molecule
from MM to QM treatment and vice versa, violates energy conservation. There have been a
number of different approaches to adaptive QM/MM simulations relying on spatial partitioning
schemes [2], but they still lack energy conservation. Here we proposed an adaptive QM/MM
method based on an extended Hamiltonian approach recently developed for switching between
different potentials in the time-domain [3]. As a proof-of-concept for the proposed method, we
simulate an argon gas in which the interactions are modelled by a Lennard-Jones potential,

V = 4εi

[(
σ

r

)12
−

(
σ

r

)6
]
.

A potential energy surface V1 is defined, where all atoms closer than a chosen threshold of 7 Å to
a selected central atom are assigned εi = ε2, all others εi = ε1. For atomic interactions between
ε1 and ε2 Lorentz-Berthelot rules are used with εi =

√
ε1ε2. When the atoms diffuse during the

simulation the partitioning might change, thus defining a new potential energy landscape V2. In
comparison to QM/MM switching the parameters have been chosen to simulate 20 % of energy
difference between the interaction potentials. The extended Hamiltonian

Hext = Ekin + sgn(∆V)
p2
λ

2µ
+ {g(λ)V1 + [1 − g(λ)]V2}

yields coupled equations of motion, for the nuclei and a fictitious degree of freedom λ with an
associated mass µ, which can be integrated by the velocity Verlet algorithm. g(λ) ∈ [0, 1] is
called the switching function and determines the relative weighting of the potentials V1 and V2.
In this work we discuss how the choice of the fictitious mass µ influences energy conservation
and switching speed.

[1] T. Laino, F. Mohamed, A. Laio, M. Parrinello, J. Chem. Theory Comput., 2006, 2, 1370

[2] M. Zheng, M. P. Waller, WIRES Comput. Mol. Sci., 2016, 6, 369

[3] M. Böckmann, N. Doltsinis, D. Marx, J. Chem. Theory Comput., 2015, 11, 2429
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Low-barrier hydrogen bonds in enzymes: a static or a dynamic concept?

S. Dai1, L.-M. Funk1, V. Sautner1, M. Paulikat2, J. Uranga  2,*, B. Schröder2, R. A.
Mata2 and K. Tittmann1,3

1Dept. Of Molecular Enzymology, Göttingen Centre for Molecular Biosciences and Albrecht-
von-Haller Institute, Georg-August University Göttingen, Julia-Lermontowa-Weg 3, D-37077

Göttingen, Germany
2Institut für Physikalische Chemie, Computational and Biochemistry Group, Tammanstrasse

6, 37077 Göttingen, Germany
3Max-Planck-Institute for Biophysical Chemistry Göttingen, Am Fassberg 11, D-37077

Göttingen, Germany
*email: jon.uranga@chemie.uni-goettingen.de

Allosteric regulation and cooperativity phenomena are ubiquitous in protein function. Many
enzymes are known to change their  activity  in  response to a  chemical  stimulus  from the
substrate  itself.  Binding  of  the  latter  to  allosteric  regulation  sites  or  to  the  active  site  in
enzymes can lead to a change of the global tertiary and quaternary structure. Recently, it was
discovered that enzymes utilizing the vitamin B1 cofactor thiamin diphosphate (ThDP) such
as e.g. pyruvate dehydrogenase feature a communication channel between the two remote
active sites of the obligate functional dimers  [1,2]. The atomic structures suggested that a
‘proton  wire’  consisting  of  numerous  acidic  amino  acid  residues  and  water  molecules
synchronizes  the  catalytic  events  at  the  two  active  sites  by  reversibly  shuttling  a  proton
through this channel in a Grotthuss-type mechanism thereby chemically activating the bound
cofactors in reciprocal manner  [2]. In this work we focus on the human transketolase (pdb
code:  4kxw)  also  a  ThDP-dependent  enzyme.  X-ray  diffraction  experiments  at  an
unprecedented 0.8 Å resolution identify a proton sitting in between two Glu residues (E366’
and  E160).  Through  the  combination  of  molecular  dynamics  and  quantum
mechanics/molecular mechanics (QM/MM) calculations, we have found a viable mechanism
of transport and are able to link the experimental assignment of the “proton density” to the
latter pathway. The delocalization of the proton is confirmed by alchemical QM/MM runs,
shifting the proton density  in/out  of  an active site,  and solving the proton wave function
equation for the respective model potentials.
The system enables a unique opportunity for the study of the strongly disputed concept of
low-barrier hydrogen bonds (LBHB). Our calculations show that such labile protons are better
understood considering the dynamics of the full system, instead of regarding a single potential
well for an individual hydrogen bond. 

[1] M. Nikkola, Y. Lindqvist, G. Schneider, J. Mol. Biol. 1994, 238, 387.
[2] R. A. W. Frank, C. M. Titman, J. V. Pratap, B. F. Luisi, R. N. Perham, Science 2004, 306,
872.
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Automated Active Space Selection for DMRG-SCF based on 2nd Order
Perturbation Theory

Abhishek Khedkar1,2, Michael Roemelt1, 2
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2Max-Planck-Institut für Kohlenforschung, Mülheim an der Ruhr, Germany

The Density Matrix Renormalization Group [1] (DMRG) algorithm has attracted significant
attention as a robust and valuable quantum chemical approach to multi-reference electronic
structure problems in which a large number of electrons are strongly correlated. It enables us to
include large number of orbitals into the active space. Naturally, the selection of active orbitals
is crucial in such calculations. We present an approach for selection of active space molecu-
lar orbitals for large scale DMRG-CI and DMRG-SCF calculations. Our approach involves a
two-step procedure. A Strongly Contracted Variant of 2nd Order N-electron Valence State Per-
turbation Theory [2, 3] (SC-NEVPT2) calculation is performed on top of a CASSCF reference
with a small active space, thus generating the First Order Interactive Space (FOIS). Internal
and external parts of the FOIS density matrix are calculated and then diagonalized to obtain
the quasi-natural orbitals. The choice of orbitals to be included in large active space is guided
by the Natural Orbital Occupation Numbers (NOON). As we start with a wavefunction from a
small active space calculation, this can be regarded as a “bottom-up” approach. We envisage
the development of a reliable scheme for selecting larger number of unoccupied and occupied
orbitals to include them into the DMRG active space.

[1] G. K-L. Chan and M. Head-Gordon, J. Chem. Phys. 116.11, 4462-4476 (2002).

[2] Angeli, C., et al., J. Chem. Phys. 114.23, 10252-10264 (2001).

[3] Angeli, C., Renzo C., J. P. Malrieu., J. Chem. Phys. 117.20, 9138-9153 (2002).

[4] A. Khedkar and M. Roemelt., Manuscript in preparation
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Modelling charge transport in bulk heterojunction organic solar cells
by kinetic Monte Carlo simulations

Tobias Koch1, Nikos Doltsinis1
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The theoretical study of charge transport in organic solar cells is a challenging task since it in-
volves multiple time and length scales – from quantum-mechanical charge transfer processes at
the molecular level to mesoscopic structural and dynamical parameters governing the morphol-
ogy of the amorphous donor/acceptor material [1]. Our goal here is to compute the mobility
of electrons and holes in a multiscale model via a kinetic Monte Carlo simulation using bi-
molecular charge transfer rates on the basis of Marcus theory. Therefore accurate hopping rates
between neighboring molecules are mandatory, which depend on the internal and outer-sphere
reorganization energies, charge transfer integrals, and external driving forces. These contribu-
tions to the hopping rates vary as a function of position and orientation of the molecules in the
amorphous morphology. The intermolecular charge transfer integral for a given charge transfer
complex is calculated with a projection method of the monomer orbitals on the dimer orbitals
(dimer-projection method, DIPRO [2]), while the intramolecular transfer integrals are modeled
with constrained density functional theory (CDFT)[3]. The atomistic morphology is partitioned
into hopping sites. For a list of neighbour molecules, the coupling matrix element, the reorgani-
zation energy and the driving force are calculated. The hopping rates are then fed into the Monte
Carlo simulations which allow us to monitor the charge dynamics in the system as well as to
get ensemble averages of the occupation probability, charge carrier mobilities and correlation
functions. A detailed knowledge about these quantities may help to enhance the performance of
bulk heterojunction solar cells. Here we apply this approach to a recently proposed mixture of
the DiPBI acceptor and the P3HT donor [4].

[1] Andrienko, D. et al. J. Chem. Theory Comput. 2011, 7, 3335.

[2] Andrienko, D. et al. Phys. Chem. Chem. Phys. 2010, 12 (36), 11103.

[3] Oberhofer, H. and Blumberger, J. J. Chem. Phys. 2010, 133, 244105.

[4] Winands, T. et al. Phys. Chem. Chem. Phys., 2016, 18, 6217.
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Kohn Sham methods based on the adiabatic-connection fluctuation-dissipation
theorem and powerseriesapproximations for the exchange-correlation kernel

Jannis Erhard1, Andreas Görling1

1Lehrstuhl für Theoretische Chemie Universität Erlangen-Nürnberg, Egerlandstr. 3, D-91058
Erlangen, Germany

In recent years methods based on the adiabatic-connection fluctuation-dissipation (ACFD) the-
orem for the computation of the Kohn-Sham correlation energy were explored. The ACFD
theorem, in principle, yields the exact Kohn-Sham correlation energy. For the evaluation of
the correlation energy via the ACFD theorem the density-density response function is needed.
The calculation of this response function requires the unknown exchange-correlation kernel
fHxc, the frequency dependent functional derivative of the exchange correlation potential. In the
simplest case only the exactly known Hartree kernel fH is taken into account and the exchange-
correlation kernel fxc is neglected. This amounts to the direct randomphase approximation
(dRPA) invastigated by various groups. In recent years we have developed a systematic hierar-
chy of approximations to go beyond the dRPA by taking into account the exact exchange kernel
and by considering the correlation kernel via a power series approximation (PSA)[1-7]. Moti-
vated by the success of a first PSA kernel [7] that contained contributions up to fourth order in
the electron-electron interaction different infinite order PSA approximations are explored. The
resulting new approaches proved to be quite versatile and are able to highly accurate describe
electronic systems ranging from atoms and molecules to the homogeneous electron gas includ-
ing situations chracterized by strong (static) correlation like dissociating molecules or Wigner
cristallisation.

[1] Heßelmann A. and Görling A. Phys. Rev. Lett., 106, 093001.

[2] Heßelmann A. and Görling A. Mol. Phys, 109, 3473.

[3] Heßelmann A. and Görling A. Mol. Phys, 108, 3433-3436.

[4] Bleiziffer P., Heßelmann A. and Görling A. A. J. Chem. Phys., 136, 134102.

[5] Bleiziffer P., Krug M. and Görling A. A. J. Chem. Phys. , 142,244108 .

[6] Bleiziffer P.,Schmidtel D. and Görling A. J. Chem. Phys., 141, 204107.

[7] Erhard J., Bleiziffer P. and Görling A. A. Phys. Rev. Lett., 117, 143002.
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Modeling Ionizations Using ADC

Adrian L. Dempwolff1, Matthias F.-M. Schneider1, Andreas Dreuw1

1Interdisciplinary Center for Scientific Computing (IWR), Heidelberg University, Im
Neuenheimer Feld 205, 69120 Heidelberg, Germany

The theoretical modeling of ionization processes and simulation of corresponding photoelec-
tron spectra is a demanding task for quantum chemistry. With the Algebraic Diagrammatic
Construction approximation for the electron propagator (IP-ADC), a successful approach to this
problem has been developed[1]. Here, we show an efficient implementation of IP-ADC up to
third order in adcman[2], a suite of ADC methods for electronically excited and ionized states,
which is available through the Q- Chem quantum-chemical program package[3].
A second part of the poster focuses on resonant autoionization. As illustrated in Figure 1, such
processes occur if an electronic system is excited above its ionization threshold. Due to the
unbound nature of the involved resonance states, their theoretical description is challenging. An
implementation of the Fano-ADC-Stieltjes method[4], which combines Fano-Stieltjes theory[5]
with the Algebraic Diagrammatic Construction approximation for the polarization propagator
(ADC)[6], is presented.

Figure 1: Schematic illustration of a resonant Auger process as an example for autoionization.

[1] J. Schirmer, A. B. Trofimov, G. Stelter, J. Chem. Phys. 1998, 109, 4734.

[2] M. Wormit, D. R. Rehn, P. H. P. Harbach, J. Wenzel, C. M. Krauter, E. Epifanovsky, A.
Dreuw, Mol. Phys. 2014, 112, 774.

[3] Y. Shao et al., Mol. Phys. 2014, 113, 184.

[4] K. Gokhberg, V. Averbukh, L. S. Cederbaum, J. Chem. Phys. 2007, 126, 154107.

[5] A. U. Hazi, J. Phys. B 1978, 11, L259.

[6] A. Dreuw, M. Wormit, WIREs Comput. Mol. Sci. 2015, 5, 82.
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Theoretical THz Spectroscopy of Aqueous Urea Solutions:
From Ambient Conditions to High Hydrostatic Pressures

Jan Noetzel, Sho Imoto, Harald Forbert, Dominik Marx

Lehrstuhl für Theoretische Chemie, Ruhr-Universität Bochum, D-44780 Bochum

Urea serves as a denaturant for proteins from biochemistry to biotechnology and is also found
as a co-solvent and metabolite in living organisms. Yet, the molecular mechanism underlying
unfolding of native proteins remains controversial. One hypothesis is that urea is disturbing the
water structure such that it leads to a better solubility of hydrophobic groups, thus exposing
the hydrophobic core of proteins, whereas other scenarios argue in favor of local protein-urea
interactions. Surprisingly, there is a wealth of studies devoted to understanding protein-urea
interactions, whereas the more fundamental urea-water interactions are rarely addressed. In this
study, we therefore comprehensively analyze the solvation of urea in bulk water under ambient
conditions and assess the changes that occur upon compression to 10 kbar using converged ab
initio molecular dynamics simulations that rely on the RPBE-D3 density functional that has
been carefully validated for aqueous solutions. Beyond a standard analysis of structure and
dynamics, our particular focus is on the far-infrared/THz response, which directly probes the
H-bond network at the urea-water interface, including pressure effects on the solvation pattern
as probed by THz spectroscopy.
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Materials Modelling, Multiscale Simulations and Global Optimization – new 
features in the CAST program package 

 

Dustin Kaiser1, Susanne Sauer1, Julian Erdmannsdörfer1, Bastian Michels1, 
Bernd Engels1 

 
1Institut für physikalische und theoretische Chemie, Universität Würzburg, Emil-Fischer-

Straße 42, 97074 Würzburg, Germany 
 

 

CAST (Conformational Analysis and Search Tool)[1] contains efficient global optimization 
routines based on a combination of basin hopping and Tabu Search[2-4], and reaction path 
search approaches which combine the Nudged Elastic Band (NEB) with the PathOpt[5] 
approach. Additionally, CAST is able to perform MD and MC simulations as well as free 
energy perturbation calculations (FEP). By its modular conception, the implemented 
algorithms can be easily applied employing different energy-calculating methods ranging 
from different force fields up to fast DFT calculation with Terachem.  
Recently, this modularity was expanded to include multiscale modelling approaches via 
common additive or subtractive electrostatic embedding schemes. Interfaces to the DFTB+, 
Psi4 and Gaussian software have been implemented, considerably widening the range of 
computational approaches. 
To enhance the global optimization capabilities of CAST, the promising translation-rotation-
internal coordinates (TRIC) of Wang and Song[6] are included in the current development 
version. These coordinates are expected to accelerate convergence of optimizations. For the 
modelling of organic semiconductors devices, e.g. solar cells, the procedure of Brückner et al. 
is available[7-8]. This protocol can generate atomic models of semiconductor devices 
comprising amorphous phases. The relevant processes in the bulk (exciton or charge 
diffusion) and at the interface (e.g. charge dissociation) are mimicked to evaluate the overall 
performance. 
 

[1] C. Grebner, J. Becker, D. Weber, D. Bellinger, M. Tafipolski, C. Brückner, B. 
Engels, Journal of Computational Chemistry 2014, 35, 1801-1807. 

[2] C. Grebner, J. Kästner, W. Thiel, B. Engels, Journal of Chemical Theory and 
Computation 2013, 9, 814-821. 

[3] S. Stepanenko, B. Engels, Journal of Computational Chemistry 2008, 29, 768-780. 
[4] S. Stepanenko, B. Engels, The Journal of Physical Chemistry A 2009, 113, 11699-

11705. 
[5] D. Weber, D. Bellinger, B. Engels, Methods in Enzymology 2016, 578, 145-167. 
[6]      L.-P. Wang, C. Song, The Journal of Chemical Physics 2016, 21, 144. 
[7] C. Brückner, F. Würthner, K. Meerholz, B. Engels, The Journal of Physical 

Chemistry C 2017, 121, 4-25. 
[8] C. Brückner, F. Würthner, K. Meerholz, B. Engels, The Journal of Physical 

Chemistry C 2017, 121, 26-51. 
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Cost Effective Reaction Energies for Organic Reactions from “Exact”
WF-in-DFT Embedding

Moritz Bensberg1,2, Johannes Neugebauer1,3

1Organisch-Chemisches Institut, Westfälische Wilhelms-Universität Münster, Corrensstraße
40, 48149 Münster, Germany
2m_bens05@uni-muenster.de

3j.neugebauer@uni-muenster.de

Describing the reaction energetics of large systems can be a demanding task for correlated wave-
function (WF) methods. Embedding approaches like WF-in-density functional theory (WF-in-
DFT)[1, 2, 3] can help in reducing this cost. Exact embedding (within a DFT context) of the
WF-method can be achieved using projection-based embedding (PbE) [4]. However, the com-
putational cost of the embedded WF-calculation is only reduced significantly if PbE is used in
combination with a basis set truncation scheme. [5, 6]
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Fig. 1: Valine-proline-leucine tripeptide as an
example molecule from the test set.

Fig. 2: DFT-in-DFT embedding error averaged over a
representative set of test systems for the Def2-TZVPP ba-
sis set.

In this work the implementation of the Huzinaga projection operator [7], Hoffmann’s projection
operator [8] and the levelshift by Manby et al. [4] in our group’s quantum chemistry program
Serenity [9] is reported and the operators are compared regarding their performance in a trun-
cated basis set for DFT-in-DFT embedding, employing the scheme from Ref. [6]. Example
calculations are presented for MP2-in-DFT embedding for reactions of organic molecules.

[1] Govind, N.; Wang, Y.; Silva, A.; Carter, E. Chem. Phys. Lett. 1998, 295, 129–134.
[2] Wesołowski, T. Phys. Rev. A 2008, 77, 012504.
[3] Dresselhaus, T.; Neugebauer, J. Theor. Chem. Acc. 2015, 134, 97.
[4] Manby, F. R.; Stella, M.; Goodpaster, J.D.; Miller, T.F. J. Chem. Theory Comput. 2012, 8, 2564–2568.
[5] Barnes, T.A.; Goodpaster, J.D.; Manby, F.R.; Miller, T.F. J. Chem. Phys. 2013, 139, 024103.
[6] Bennie, S. J.; Stella, M.; Miller, T.F.; Manby, F.R. J. Chem. Phys. 2015, 143, 024105.
[7] Huzinaga, S.; Cantu, A. A. J. Phys. Chem. A 1971, 55, 5543–5549.
[8] Tamukong, P. K.; Yuriy, Y.G.; Hofmann, M.R. J. Phys. Chem. A 2014, 118, 9182–9200.
[9] Unsleber, J.P.; Dresselhaus, T.; Klahr, K.; Schnieders, D.; Böckers, M.; Barton, D.; Neugebauer, J. J. Com-

put. Chem. 2018, 39, 788–798.
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Kinetic models of the Cyclosporines A and E

O. Lemke 1, J. Witek 2, S. Riniker 2, B.G. Keller 1

1 Department of Chemistry and Biochemistry, Freie Universität Berlin, Takustr. 3, 
14195 Berlin, Germany
2Laboratory of Physical Chemistry, ETH Zürich, Vladimir-Prelog-Weg 2, 8093 Zürich, 
Switzerland

Cyclic peptides have gained high interest as potential drug candidates. However, they often
suffer  from a low bioavailability due  to  their  size  and complexity.  One  exception  is  the
undecamer Cyclosporine A (CsA), which can passively diffuse through the membrane. The
reason for this  is  most  likely found in its dynamic behavior as it  can change between an
„open“ and a „closed“ conformation. Cyclosporine E (CsE) is a synthetic derivative of CsA,
missing a backbone methylation in Val-11. Its membrane permeability, however, is one order
of magnitude smaller [1,2].

To get a better understanding of the dynamics of both molecules and their kinetic differences
MD-simulations  in  water  (polar  solvent)  and  chloroform  (apolar  solvent)  have  been
performed [1,2], which are analyzed using core-set Markov-State-Models (cs-MSMs). In cs-
MSMs one focuses  on the metastable states of the system,  called core sets.  This has the
advantage that only a small number of states is needed to describe the dynamics accurately
[3,4]. We showed that using this kind of analysis recrossing can be reduced and disconnection
of metastable states  within the  data  set  can be pointed out.  In addition,  we analyzed the
influence  of  the  cis-trans  isomerization  of  the  9-10 peptide bond,  which  seems to  be  an
important  factor  for  the  conformational  changes  of  CsA and  CsE,  and  compared  both
molecules using a combined discretization.

       [1] J. Witek, B.G. Keller, M. Blatter, A. Meissner, T. Wagner, S. Riniker, 
             J. Chem.   Inf. Model., 2016, 56, 1547-1562 
       [2] J. Witek, M. Mühlbauer, B.G.Keller, M. Blatter, A. Meissner, T. Wagner, S. Riniker,
             ChemPhysChem, 2017, 18, 3309-3314
       [3] M. Sarich, R. Banisch, C. Hartmann, C. Schütte, Entropy, 2013, 16, 258-286 
       [4] O. Lemke, B.G. Keller, J. Chem. Phys., 2016, 145, 163104
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Benchmark and Application of LC-DFTB on Light-Harvesting Complexes

Philipp M. Dohmen1, Beatrix M. Bold1, Sebastian Höfener3, Julian J. Kranz1, 2,
Ulrich Kleinekathöfer4, Marcus Elstner1, 2

1Department of Theoretical Chemical Biology, Institute of Physical Chemistry, Karlsruhe
Institute of Technology (KIT), Kaiserstraße 12, 76131 Karlsruhe, Germany

2Institute of Biological Interfaces (IBG2), Karlsruhe Institute of Technology (KIT),
Kaiserstraße 12, 76131 Karlsruhe, Germany

3Department of Theoretical Chemistry, Institute of Physical Chemistry, Karlsruhe Institute of
Technology (KIT), Kaiserstraße 12, 76131 Karlsruhe, Germany

4Department of Physics and Earth Science, Jacobs University Bremen, Campus Ring 1, 28759
Bremen, Germany

Huge multichromophoric systems like light-harvesting complexes require a fast and thus ac-
curate computational method to be discribed properly. Such a method is given now through
the implementation of a long-range corrected functional into the DFTB approach. This allows
for a sufficient sampling of excited state properties of these systems within the LC-TD-DFTB
framework [1],[2]. We provide a benchmark study of the LC-DFTB method applied to the Bac-
teriochlorophyll a chromophore. Furthermore we present the application on light-harvesting
complexes LH2 and LH3. Classical and QM/MM simulations were performed for sampling.
To show the influence of structural changes, external fields and exciton coupling on excitation
energies, absorption spectra for LH2 and LH3 are calculated.

[1] Niehaus, T. Phys. Status Solidi B 2012, 249, 237.

[2] Kranz, J. J. J. Chem. Theory Comput. 2017, 13, 1737.
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Ab initio calculations of the cohesive energy of the low temperature α phase of
elemental F2

Stefan Mattsson1, Carsten Müller1, Beate Paulus1

1Institut für Chemie und Biochemie – Physikalische und Theoretische Chemie,
Freie Universität Berlin, Takustr. 3, 14195 Berlin, Germany

Elemental fluorine crystallizes as α-F2 below 45 K in the monoclinic C/2c space group (see
fig. 1a)[1]. This is in contrast to the the other halogens Cl2, Br2 and I2 that all crystallize in
the orthorhombic Cmca space group. Lacking a permanent dipole moment, α-F2 binds through
London dispersion interactions and σ-hole bonding, the latter contributing to the relatively high
melting points of the heavier halogens.
The cohesive energy (Ecoh) of α-F2 has been calculated with dispersion-corrected DFT, local
MP2 (both periodic) and CCSD(T) (incremental; cluster calculations[2]). In addition, a Cmca
phase was optimized using local MP2 and compared to α-F2 (see fig. 1b). Even with dispersion
correction, DFT shows an underbinding of 17-58% depending on the functional. In contrast,
both local MP2 and CCSD(T) pinpoint Ecoh within sub-kJ/mol accuracy.
All methods correctly favor the C/2c phase. The difference in energy is in the order of 0.5 kJ/mol
and attributed to a larger Pauli repulsion in Cmca, as seen in the Hartree-Fock calculations. From
the CCSD(T) calculations we have confirmed that σ-hole bonding also occurs in F2.
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Figure 1: (a) Crystal structures of C/2c and Cmca represented as the nearest neighbors of a
reference molecule. The plane marks the main structural difference: molecules aligned
parallelly on top (Cmca) or slightly shifted (C/2c). (b) Ecoh calculated with various
methods for both phases. Dotted line: exp. value 8.4 kJ/mol[3].

[1] Pauling, L., Keaveny, I. and Robinson, A. B. J. Solid State Chem. 1970, 2, 225.

[2] Müller, C. and Paulus, B. Phys. Chem. Chem. Phys. 2012, 14, 7605.

[3] Zahlenwerte und Funktionen, 6th ed., edited by Landolt-Börnstein (Springer, Berlin,
1961), Vol. 11.
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QM/MM studies of proton coupled electron transfer in ribonucleotide reductase 

 

Denis Maag1,2, Tomáš Kubař1,2, Marcus Elstner1,3, Natacha Gillet1 

 
1 Institute of Physical Chemistry, Karlsruhe Institute of Technology (KIT), Kaiserstr. 12, 

76131 Karlsruhe, Germany 
2 Center for Functional Nanostructures, KIT, Karlsruhe, Germany 

3 Institute for Biological Interfaces (IBG-2), KIT, Karlsruhe, Germany 

 

 

Enzymatic active E. coli ribonucleotide reductase (RNR) composed of two homodimers, α2 

and β2, catalyzes the conversion of ribonucleotides to deoxyribonucleotides. Nucleotide 

reduction is induced by a long-range radical transfer from a stable diiron-tyrosyl 

radical (β-Y122•) cofactor in subunit β to a cysteine (α-C439) located over 35 Å away in the 

active site of subunit α [1]. Radical propagation is facilitated by sequential and reversible 

proton-coupled electron transfer (PCET) steps between several redox-active residues, mainly 

tyrosines, along a specific pathway. The initial PCET occurs in subunit β between cofactor 

tyrosyl β-Y122• and β-Y356 located at the α2β2 interface, followed by three successive PCETs 

in subunit α involving α-Y731, α-Y730 and active site α-C439. However, the mechanistic and 

kinetic details remain unsolved due to large conformational changes upon substrate and 

allosteric effector binding, masking spectroscopic detection of all intermediates [2]. 

We performed classical molecular dynamic simulations of the active α2β2 complex, 

investigating the structural changes along the pathway. At the α2β2 interface, β-Y356 and 

α-Y731 can be found in multiple conformations, indicating their role as “linker residues” for 

radical transfer across the interface [3]. We also performed QM/MM simulations with 

metadynamics to obtain the free energy profiles for the different PCET steps. 

 

 

 

       [1] Minnihan, E. C.; Ando, N.; Brignole, E. J.; Olshansky, L.; Chittuluru, J.; Asturias, 

F. J.; Drennan, C. L.; Nocera, D. G. and Stubbe, J. Proc. Natl. Acad. Sci. U. S. A. 2013, 110, 

3835−3840. 

       [2] Ge, J.; Yu, G.; Ator, M. A. and Stubbe, J., Biochemistry 2003, 42 (34), 10071-10083. 

       [3] Greene, B. L, Taguchi, A. T., Stubbe, J. and Nocera, D. G., J. Am. Chem. 

Soc. 2017 139 (46), 16657-16665. 
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A new tool for diabatization of electronic excitations 

 
Wenlan Liu1,2, Andreas Köhn1,2 

 
1Institute of Theoretical Chemistry, University of Stuttgart, Stuttgart, Germany 

2Innovation Lab GmbH, Heidelberg, Germany 
 

 

A general method has been proposed1,2 for analyzing the electronic excitation character in terms of 
local Frenkel excitations (FE) and charge transfer excitations (CT), and for constructing the related 
quasi-diabatic states and coupling matrix elements. The method works for configuration interaction 
singles (CIS) wave functions, and can also (as an approximation) be applied to the second-order 
approximate coupled-cluster singles and doubles (CC2) and the second-order algebraic-diagrammatic 
construction [ADC(2)] methods. Recently full support of time dependent density functional theory 
(TDDFT) has been implemented as well and will be available in future releases of the TURBOMOLE 
program package. Some new applications on aggregated systems show that the for some hybrid 
functionals, i.e. B3LYP, and PBE0, the computed diabatic state coupling parameters are very similar 
to the ones of ADC(2) method, although TDDFT predicts the wrong order of the excited states. 
 
 
[1] W. Liu, B. Lunkenheimer, V. Settels, B. Engels, R. F. Fink and A. Köhn, J. Chem. Phys., 143, 

2015, 084106 
[2] W. Liu, S. Canola, A. Köhn, B. Engels, F. Negri, and R. F. Fink, J. Comp. Chem., accepted, 2018 
	

This abstract was scaled because it exceeded the allowed page size.

264



8.2. Poster Session B

P142

Calculation of NMR chemical shielding tensors with double-hybrid DFT.
Development of DLPNO-MP2 second derivatives.

Georgi L. Stoychev, Alexander A. Auer, Frank Neese

Max-Planck-Institut für Kohlenforschung, Kaiser-Wilhelm-Platz 1, 45470 Mülheim an der
Ruhr, Germany

Analytic calculation of nuclear magnetic resonance (NMR) chemical shielding tensors at the
level of double-hybrid density functional theory (DHDFT) is implemented in the ORCA pro-
gram, using gauge-including atomic orbitals and the resolution of the identity (RI) approxima-
tion for the second order Møller–Plesset perturbation theory (MP2) correlation contributions.
A set of 15 small molecules is used to benchmark the accuracy of the results with respect to
CCSD(T) (coupled cluster theory including single, double, and perturbative triple excitations)
data, comparing also to calculations with MP2, Hartree–Fock, and commonly used pure and
hybrid density functionals.
Chemical shifts obtained with the DSD-PBEP86 double-hybrid functional show the smallest
mean absolute relative deviation from the reference data (1.9 %). This is a significant improve-
ment over MP2 (4.1 %) and spin-component-scaled (SCS) MP2 (3.9 %), as well as the best-
performing conventional density functional included in the study, M06L (5.4 %). A protocol
for the efficient and accurate computation of chemical shifts at the DHDFT level is proposed
after analysis of the errors due to basis sets, grid sizes, etc. Calculations with this approach
are routinely applicable to systems of 100–400 electrons, being one to two orders of magnitude
slower than equivalent calculations with conventional (pure or hybrid) density functionals.
For larger systems a local correlation treatment is necessary for the MP2 contribution. First
steps towards NMR shielding calculations at the level of domain-based local pair natural orbital
MP2 (DLPNO-MP2) are presented.

30 20 10 0 10 20 30 40
Relative chemical shift errors vs CCSD(T) / %

        HF
     B3LYP
      TPSS
      M06L
       MP2

   SCS-MP2
    B2PLYP

DSD-PBEP86

Figure 1: Relative deviations (%) of chemical shifts, calculated with different methods and
the pcSseg-4 basis set, from CCSD(T)/pcSseg-4 values. Boxes denote interquartile
ranges, whiskers denote minima and maxima, and diamonds denote means.
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Quantum hydrodynamics approach for calculating non-zero current densities

Tamadur AlBaraghtheh, Klaus Renziehausen, Ingo Barth

Max Planck Institute of Microstructure Physics, Weinberg 2, 06120 Halle (Saale), Germany

Quantum dynamics in molecules can be understood through the complete study of the probabil-
ity and current densities, that is able to characterize the electron motion. The Born-Oppenheimer
approximation (BOA) is one of the widely used approximation to calculate the probability den-
sities. Unfortunately, the problem of vanishing electron current densities within the BOA occurs
for vibrating or dissociating molecular systems in a single electronic state [1]. Some approaches
and methods were introduced to overcome this problem, but we aim at the accurate calculation
of current densities using the quantum hydrodynamics (QHD) approach. This approach is able
to calculate non-zero current densities by solving numerically the Ehrenfest equation of motion
[2]. In this poster, we use a simple model system of two interfering Gaussian wave packets
moving in a harmonic potential to calculate the QHD current densities [3].

[1] Barth, I. et al., Chem. Phys. Lett. 2009, 481, 118.

[2] Renziehausen, K., Barth,I., Prog. Theor. Exp. Phys. 2018, 2018, 013A05.

[3] Tannor, D., Introduction to Quantum Mechanics, A Time-Dependent Perspective, Uni-
versity science books, California, 2007.
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Investigating the Effect of Missing Inter-Subsystem Charge-Transfer Excitations
in Subsystem TDDFT

Linus Scholz1, 2, Johannes Neugebauer1, 3

1Organisch-Chemisches Institut and Center for Multiscale Theory and Computation,
Westfälische Wilhelms-Universität, Corrensstraße 40, 48149 Münster, Germany

2l.scholz@uni-muenster.de
3j.neugebauer@uni-muenster.de

For TDDFT-based calculations of response properties, e.g. excitation energies, of extended
systems, fragmentation and embedding methods such as subsystem DFT and Frozen Density
Embedding (FDE) [1–3] can be applied. Herein, three substantial approximations need to be
considered: First, a restricted basis set is usually used compared to supermolecular calcula-
tions. Second, an approximate kinetic energy potential and kernel are employed. Third, charge-
transfer (CT) excitations between subsystems are inherently omitted. While the first two error
sources might have mild effects on local excitations, the third issue definitely creates a qualita-
tive difference to supermolecular calculations.
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Fig. 1: Comparison between TDDFT (blue) and subsystem TDDFT

(FDEc, red) of the lowest excitations of an ethene · ethyne complex.

Fig. 2: HOMO (left) and LUMO (right) of

the TDDFT CT excitation at 120 nm.

FDE-TDDFT introduces another error, consisting in only intrasubsystem, i.e. local, excitations.
Delocalized excitations as linear combination of various excitations on different subsystems can
be obtained with Coupled FDE (FDEc) [2], which was developed especially for the description
of excitonically coupled chromophores with a few prominent, intense low-energy excitations,
but can also be used for more general problems. But even in FDEc, the issue concerning in-
termolecular charge-transfer excitations persists. In this work, we analyze the effects of such
charge-transfer contributions by explicit comparisons of FDEc and supermolecular spectra over
a broad spectral range.

[1] Casida, M. E.; Wesołowski, T. A. Int. J. Quantum Chem. 2004, 96.6, 577–588.
[2] Neugebauer, J. J. Chem. Phys. 2007, 126.13, 134116.
[3] Neugebauer, J. J. Chem. Phys. 2009, 131.8, 1–12.
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Influence of Dispersion Forces on Molecular Recognition in Solution

Fabian Bohle1, Stefan Grimme1

1Mulliken Center for Theoretical Chemistry, Institute for Physical and Theoretical Chemistry,
Rheinische Friedrich-Wilhelms-Universität Bonn, Beringstr. 4, 53115 Bonn, Germany

Accurate description of non covalent interactions in solution is one major research interest of
the scientific community, aiming for consistency to experiment or even predictive power. One
experimental approach of measuring non covalent interactions is through specifically designed
molecular balances. For these flexible systems the accurate representation of the molecular
ensemble and consequently T∆S is mandatory. In this work molecular balances in solution
are investigated using a recently published, conformer/rotamer ensemble (CRE) generation
algorithm[1] relying on the fast and robust semiempirical quantum chemical GFN2-xTB(GBSA)
[2] electronic structure method. The CRE is then refined at the B97-3c[3] level of theory and
free energies are calculated for each conformer employing an established multilevel ansatz. The
calculated folding free energies are analyzed in comparison to experimental data[4].

Figure 1: Two folding states of a molecular balance in solution.

[1] S. Grimme, C. Bannwarth, S. Dohm, A. Hansen, J. Pisarek, P. Pracht, J. Seibert, F.
Neese, Angew. Chem. Int. Ed. 2017, 56, 14763-14769.

[2] C. Bannwarth, S. Ehlert, S. Grimme, To be submitted.

[3] J. G. Brandenburg, C. Bannwarth, A. Hansen, S. Grimme, J. Chem. Phys. 2018, 148,
064104.

[4] L. Yang, C. Adam, G. S. Nichol, S. L. Cockroft, Nature Chemistry 2013, 5, 1006-1010.
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The Impact of DNA-Confinement on The Photoisomerization of A Triazene: A
PE-ADC(2) Study

Alireza Marefat Khah1, Peter Reinholdt2, Jacob Kongsted2, Christof Hättig1

1Arbeitsgruppe Quantenchemie, Ruhr-Universität Bochum, Universitätsstrasse 150, D-44801
Bochum, Germany

2Department of Physics, Chemistry and Pharmacy, University of Southern Denmark,
Campusvej 55, DK-5230 Odense M, Denmark

In a recent study [1], ADC(2) intrinsic reaction coordinate calculations on the DNA-minor-
groove binder berenil disclose that the excited-state relaxation pathway to the S1 minima/conical
intersection comprises a two-step mechanism: N=N bond stretching followed by a bicycle-
pedal type rotation inside the triazene bridge. However, the effect of DNA-confinement, ground
state dynamics and micro-environmental interactions on the relaxation mechanism of the DNA-
minor-groove binders are not yet fully understood.

To explore the role of the (bio-)molecular environment on the excited state relaxation pathways,
we implemented the excitation energies and excited state molecular gradients of the ADC(2)
within a QM/MM polarizable embedded scheme, PE-ADC(2) [2]. In this implementation of PE-
ADC(2), the polarization-correlation cross terms for the ground and excited states are included
via an approximate coupling density. Moreover, the Pauli repulsion of an MM site is estimated
via an effective core potential (ECP) to avoid the so-called charge leaking problem. The initial
findings about the effect of DNA-confinement on the photoisomerization mechanism will be
discussed in the poster presentation.

[1] L. Grimmelsmann, A. M. Khah, C. Spies, C. Hättig and P. Nuernberger, J Phys. Chem.
Lett., 2017, 8, 1986.

[2] Alireza M. Khah, S. K. Khani and C. Hättig, J. Chem. Theory Comput., Just Accepted
Manuscript, DOI: 10.1021/acs.jctc.8b00396 .
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The role of dispersion in the structure of diphenyl ether aggregates

Fabian Dietrich1, Dominic Bernhard1, Patrick H. Strebert1, Mariyam Fatima2,
Melanie Schnell2, Martin A. Suhm3, Markus Gerhards1

1Physical and Theoretical Chemistry, Technische Universität Kaiserslautern,
Erwin-Schrödinger-Str. 52, 67663 Kaiserslautern, Germany

2Max Planck Institute for the Structure and Dynamics of Matter, Luruper Chaussee 149, 22761
Hamburg

3Institute of Physical Chemistry, Georg-August-Universität Göttingen, Tammannstr. 6, 37077
Göttingen

Dispersion interactions can play an important role to understand unusual binding behaviors.
This is illustrated here by a systematic study on the structural preferences of diphenyl ether
(DPE)-alcohol clusters, for which either an OH-O or an OH-π-bound isomer can be found.
The alcohol molecules range from methanol to adamantanol. Investigations of the DPE-water
complex complete this series. The experimental investigations are performed by IR/UV meth-
ods, microwave spectroscopy, and FTIR spectroscopy, tightly connected with a detailed the-
oretical analysis presented in this contribution[1]. The resulting solvent-size-dependent trend
on the structural preference turns out to be counter-intuitive, i.e., the hydrogen-bonded OH-O
structures become more stable for larger alcohols, which are expected to be stronger disper-
sion energy donors and thus should prefer an OH-π arrangement. Quantification of dispersion
interactions via LMP2 calculations yielding dispersion interaction densities[2] and the consid-
eration of the twisting of the ether upon solvent aggregation are found to play a key role for
understanding this preference.

[1] F. Dietrich, D. Bernhard, M. Fatima, C. Perez, M. Schnell and M. Gerhards, Angew.
Chem. Int. Ed. 2018, 57, 9534-9537.

[2] A. Wuttke and R. A. Mata, J. Comput. Chem. 2017, 38, 15-23.
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Theoretical investigation of the solubilities of AgI and AgTcO4

Gerhard Taubmann1, Oliver Potzel1

1Institute of Theoretical Chemistry, Ulm University, Albert-Einstein-Allee 11, 89081 Ulm,
Germany

In order to depict the thyroid radioactive isotopes are used in radiology. The two specific hor-
mones of the thyroid (tyroxine and triiodothyronine) both contain considerable amounts of io-
dine. Thus the radioactive iostope 123I is enriched in the thyroid gland. The pertechnetate anion
TcO−4 is of the same size as the iodide anion I− and is therefore also enriched in the tyroid. Both
metastable technetium 99mTc and 123I are γ emitters, but 99mTc has both a lower half-live and a
considerably lower γ energy. Thus, 99mTcO−4 is preferred to 123I− in radio diagnostics.
Even though both the iodide anion and pertechnetate anion have the same size in aqueous solu-
tion, I− is a soft base whereas TcO−4 is a hard base according to Pearson’s HSAB concept. This
should be noticeable in the solubility of their salts with the soft acid Ag+. Indeed, the solubility
product of AgTcO4 is 4.4 · 10−4, whereas it is only 8.5 · 10−17 for AgI.
It is the aim of this work to investigate the difference in solubility of these two compounds. The
solid state is described using the periodic DFT-Code VASP[2]. For the solution, also experi-
mental data have to be taken into account, e. g. [3].

[1] Guhlke, S., Verbruggen, A. M. , Vallabhajosula, S., “Radiochemistry and Radiophar-
macy”, p. 40 in: Biersack, H.-J., Freeman L. M., “Clinical Nuclear Medicine”, Springer,
Berlin (2007)

[2] Kresse, G., and Hafner, J. Phys. Rev. B 1993 477, 558.

[3] Busey, R. H., Bevan, R. B., and Gilbert, R. A. J. Chem. Thermodynamics 1972, 4, 77.
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Polarizable Embedding Combined with the Algebraic Diagrammatic
Construction: Investigating Electronic Excitations in Biomolecular Systems

Maximilian Scheurer1, 2, Michael F. Herbst1, Peter Reinholdt2, Jógvan Magnus
Haugaard Olsen2 , Andreas Dreuw1, Jacob Kongsted2

1Interdisciplinary Center for Scientific Computing, Heidelberg University, Im Neuenheimer
Feld 205A, D-69120 Heidelberg, Germany

2Department of Physics, Chemistry and Pharmacy, University of Southern Denmark, DK-5230
Odense M, Denmark

We present a novel variant of the algebraic diagrammatic construction (ADC) scheme by com-
bining ADC with the polarizable embedding (PE) model[1]. The PE-ADC method is imple-
mented through second and third order and is designed with the aim of performing accurate
calculations of excited states in large biomolecular systems. Contributions of the polarizable en-
vironment are taken into account through a self-consistent PE-HF ground state and a posteriori
state-specific and linear-reponse-type corrections of the excitation energies. Easily accessible
transition and difference densities make computation of such corrections particularly easy and
efficient in our ADC framework[2] in the Q-Chem program package [3]. Using this density-
driven approach, PE-ADC in principle works for any method of the ADC family. We demon-
strate how our combined method can be readily applied to study photo-induced biochemical
processes as we model the charge-transfer (CT) excitation which is key to the photoprotection
mechanism in the dodecin protein. State-of-the-art excited state analysis shows the role of the
polarizable environment in stabilizing the pivotal CT state in dodecin.

[1] Scheurer, M. et al. J. Chem. Theory Comput. in revision.

[2] Wormit, M. et al. Mol. Phys. 2014, 112, 774-784.

[3] Shao, Y. et al. Mol. Phys. 2015, 113, 184-215.
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An Efficient Lossless Compression Algorithm 
for Trajectories of Atom Positions and Volumetric Data 

 

Martin Brehm  and  Martin Thomas 
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Von-Danckelmann-Platz 4, 06120 Halle (Saale), Germany. 
 

 

Simulation trajectories are often large files and put high demands on disk storage systems. 
This is even more the case if volumetric data on a grid (e. g., electron density) shall be stored 
along the trajectory. Such volumetric data trajectories possess many useful applications, 
including the prediction of bulk phase VCD and ROA spectra from electron density, as we 
have recently shown.3,4 On this poster, we present our newly developed and highly efficient 
lossless compression algorithm for trajectories of atom positions and volumetric data.1,2 The 
algorithm is designed as a two-step approach. In a first step, efficient polynomial 
extrapolation schemes reduce the information entropy of the data by exploiting both spatial 
and temporal continuity. The second step processes the data by a series of transformations 
(Burrows–Wheeler, move-to-front, run length encoding), and finally compresses the stream 
with multi-table canonical Huffman encoding. Our approach reaches a compression ratio of 
around 15:1 for typical position trajectories in XYZ format. For volumetric data trajectories in 
Gaussian Cube format (such as electron density), even a compression ratio of around 35:1 is 
yielded, which is by far the smallest size of all formats compared here. At the same time, 
compression and decompression are still reasonably fast for everyday use. The precision of 
the data can be selected by the user. For storage of the compressed data, we introduce the 
BQB file format, which is very 
robust, flexible, and efficient. In 
contrast to most archiving formats, 
it allows fast random access to 
individual trajectory frames. Our 
method is implemented in C++ and 
provided as free software under the 
GNU LGPL license. It has been 
included in our TRAVIS program 
package,5 but is also available as 
stand-alone tool and as a library 
("libbqb") for use in other projects.1 
 
[1] BQB website, see  http://www.brehm-research.de/bqb/ 
[2] M. Brehm, M. Thomas, J. Chem. Inf. Model. 2018, accepted. 
[3]  M. Brehm, M. Thomas, J. Phys. Chem. Lett. 2017, 8, 3409–3414. 
[4]  M. Thomas, B. Kirchner, J. Phys. Chem. Lett. 2016, 7, 509–513. 
[5] TRAVIS, see  http://www.travis-analyzer.de/ 
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Variational ro-vibrational calculations for linear tetra atomic molecules using
Watsons isomorphic Hamiltonian

Benjamin Schröder1

1Institute for Physical Chemistry, University of Goettingen, Tammannstr. 6, 37077 Göttingen,
Germany

Variational ro-vibrational calculations for small molecules with up to 3 atoms are nowadays a
routine task [1,2]. By employing an accurate potential energy function it is possible to achieve
so called “spectroscopic accuracy” of 1 cm-1 for a large variety of small linear molecules [3-
5]. However, ro-vibrational calculations for linear molecules with more than 3 atoms are still
rather scarce [6-9]. A new variational program will be presented that is able to calculate ro-
vibrational  term  energies  and  wave  functions  of  linear  tetra  atomic  molecules.  The
calculations are based on Watsons isomorphic Hamiltonian for linear molecules [10] and the
ro-vibrational wavefunctions are expanded in a basis of one and two dimensional harmonic
oscillators for the stretching and the bending vibrations, respectively, as well as rigid-rotor
functions for the rotation. Special attention will  be given to the coordinate transformation
from normal  to  internal  coordinates.  An efficient  nested  hybrid  MPI/OMP parallelization
enables the calculation of converged energy levels.  Finally,  comparisons to known results
obtained variationally are presented.

[1] J. Tennyson, J. Chem. Phys. 145, 120901 (2016).
[2] T. Carrington Jr., J. Chem. Phys. 146, 120902 (2017).
[3] B. Schröder, P. Sebald, C. Stein, O. Weser, and P. Botschwina, Z. Phys. Chem., 229,
      120902 (2015).
[4] B. Schröder and P. Sebald, J. Chem. Phys., 144, 044307 (2016).
[5] V. Y. Makhnev, A. A. Kyuberis, N. F. Zobov, L. Lodi, J. Tennyson, O. L. Polyansky,

J. Phys. Chem. A, 122, 1326 (2018).
[6] M. J. Bramley,  S. Carter,  N. C. Handy,  I.  M. Mills,  J. Mol. Spectrosc. 157,  301  

(1993).
[7] I. N. Kozin, M. M. Law, J. Tennyson, and J. M. Hutson, J. Chem. Phys. 122, 064309 

(2005).
[8] M. Mladenović, J. Chem. Phys. 141, 224304 (2014).
[9] K. L. Chubb, A. Yachmenev, J. Tennyson, and S. N. Yurchenko, J. Chem. Phys. 149, 

014101 (2018).
[10] J. K. G. Watson, Mol. Phys. 14, 465 (1970).
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grafting on gold surface: a first-principles study 
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The performance of organic field effect transistors (OFETs)[1] is highly influenced by the 

properties of the electrode/semiconductor interface. The interface generally has an energy 

barrier which prevents the charge carriers from passing the interface. Interfacial engineering[2] 
by covalently binding self-assembled monolayers (SAMs)[3] of dipolar organic molecules on 

the electrode surface can further modify the relative energy level positions on either side of 

the interface[4], thereby minimizing the charge-injection barrier.  

 
Based on first-principles calculations, we study the equilibrium geometries, electronic and 

optoelectronic properties of SAMs of thiol-containing organic molecules grafting on the Au 

(111) surface, as shown in Fig. 1 (b). The binding modes, tilt angles of the low-energy 
adsorption configurations, and their corresponding band structures, partial density of states, 

work functions, and IR spectra are investigated. The calculated results are compared with 

experimental results. 

 
Fig. 1: (a) Scheme of a dipolar molecule modifying the electrode/semiconductor interface. 

The symbol μ indicates the dipole moment of the molecule, and α is tilt angle of the molecule 
relative to the electrode surface. (b) The SAM of the dipolar molecule grafting on Au (111) 

surface. 

 

       [1] Meijer, E. J. et al, Nat. Mater. 2003, 2, 678 

       [2] Ma, H. et al, Adv. Funct. Mater. 2010, 20, 1371 

       [3] Khodabakhsh, S. et al, Adv. Funct. Mater. 2004 14, 1205 

       [4] Ishii, H. et al, Adv. Mater. 1999, 11, 60 
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Exchange-hole-normalization-DFT (xhn-DFT):
A simple model for multi-reference systems

Henryk Laqua1, 2, Jörg Kussmann1, 2, Christian Ochsenfeld1, 2

1Chair of Theoretical Chemistry, Department of Chemistry, University of Munich (LMU),
Butenandtstr. 7, D-81377 München, Germany

2Center for Integrated Protein Science (CIPSM) at the Department of Chemistry, University of
Munich (LMU), Butenandtstr. 5–13, D-81377 München, Germany

Strongly correlated (multi-reference) electronic ground states represent a major challenge within
density functional theory (DFT). The description of such electronic structures within a single
Kohn-Sham determinant [1] requires an ensemble-state representation using fractionally occu-
pied orbitals [2, 3]. The use of fractional occupation numbers, however, lead to non-normalized
exact-exchange holes, which is not considered by conventional approximative density function-
als, resulting in large fractional-spin errors.
Inspired by Johnson’s strong correlation functional [4], we developed a simple approach to
incorporate the exact-exchange-hole normalization into DFT at only marginally higher compu-
tational cost. This new method, denoted as exchange-hole-normalization DFT (xhn-DFT) [5],
is generally applicable to any pure functional up to the meta-GGA level. Compared to conven-
tional DFT, the xhn-DFT model strongly improves the description of multi-reference systems,
while preserving the accuracy of DFT in the single-reference case. The accuracy of the new
method is analyzed for spin-averaged atoms and spin-restricted bond dissociation energy sur-
faces, exemplifying typical multi-reference problems.

References

[1] W. Kohn, L. J. Sham, Phys. Rev. 1965, 140, A1133.

[2] S. M. Valone, J. Chem. Phys. 1980, 73, 4653.

[3] E. H. Lieb, Int. J. Quantum Chem. 1983, 24, 243.

[4] E. R. Johnson, J. Chem. Phys. 2013, 139, 074110.

[5] H. Laqua, J. Kussmann, C. Ochsenfeld, J. Chem. Phys. 2018, 148, 121101.
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Hybrid particle-field molecular dynamics simulations of a charged surfactant

Ken Schäfer1, Hima Bindu Kolli2, Gregor Diezemann1, Jürgen Gauss1, Giuseppe
Milano3 , Michele Cascella2

1Institut für Physikalische Chemie, Johannes Gutenberg-Universität Mainz,
Duesbergweg 10-14, 55128 Mainz, Germany

2Department of Chemistry and Hylleraas Centre for Quantum Molecular Sciences, University
of Oslo, P.O. Box 1033 Blindern, 0315 Oslo, Norway

3Department of Organic Materials Science, Yamagata University, 4-3-16 Jonan Yonezawa,
Yamagata-ken 992-8510, Japan

Surfactants find use as detergents in many areas of daily life such as, e.g., in tooth pastes or
shampoos. This class of molecular compounds is able to aggregate into numerous different
macro structures such as micelles or bilayers.[1] In our hybrid particle-field simulations of the
amphiphile sodium dodecyl sulfate (SDS) in aqueous solution we observed the formation of
spherical and worm-like aggregates depending on the concentration of additional sodium chlo-
ride (NaCl) in solution. We studied the morphology of the aggregates as a function of SDS and
NaCl concentration and found the behavior represented in Fig 1.

Figure 1: Concentration of SDS and NaCl used in the simulations. Red dots represent spherical
micelles and blue dots elongated tubes. The gray area indicates a transition area where
both morphologies occur.

Our results qualitatively agree with those from scattering experiments.[2] We were able to find
the driving forces for and the mechanism of the transformation and explain our findings with a
simple model for the free energy of the system.

[1] Kolli et al. J. Chem. Theory Comput. DOI: 10.1021/acs.jctc.8b00466

[2] Jensen et al. Angew. Chem. Int. Ed. 2014, 53, 1-6.
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Influence of vibrational excitations on the photoisomerization of 

bacteriorhodopsin with OM3-MRCI/Amber 
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Bacteriorhodopsin (bR) is a photo-driven proton pump in archaea bacteria like halobacterium 

salinarium. These organisms use bR to produce ATP. Proton pumping is triggered by 

photoisomerization of all-trans retinal, which is covalently bound through a Schiff base 

linkage to one of the protein helices. Within a half picosecond, the 13-cis form is generated 

with a quantum yield of 0.65. This step induces a series of thermal reactions that finally 

transport a proton from the intracellular region to the outside of the cell. The efficiency of the 

isomerization highly depends on the nature of the surrounding protein residues and on the 

hydrogen bonded network next to the protonated Schiff base, this has been shown in 

numerous mutation studies. [1] A key mode in Schiff base photoreactions is the hydrogen out-

of-plane vibration at the isomerizing double bond. This motion controls the outcome of the 

photoreaction. [2] When the hydrogen motion and the reaction coordinate are in-phase at the 

S1/S0 crossing, the product will be mainly 13-cis. In this study, we use the semiempirical 

OM3-MRCI method developed by Thiel et al. [3] to investigate the influence of external 

vibrational excitations on the lifetime and the product ratio of the photodynamics, exciting the 

C13=C14 hydrogen-out-of-plane, C13=C14 torsion or C=C in-plane modes in the electronic 

ground state. QM/MM surface hopping molecular dynamics [4] with decoherence correction 

are performed with a new version of the COBRAMM QM/MM suite developed in Bologna, 

Lyon and Düsseldorf. [5] The computations reveal a significant impact on the photoreaction, 

when the key modes are excited by three to six additional quanta. We compare different levels 

of QM/MM partitioning and crystal structure models differing in the configuration of retinal 

structure and orientation of nearby residues.   

 

[1] Gerwert, K.; Freier, E.; Wolf, S. Biochim. Biophys. Acta, Bioenerg. 2014, 5, 606-613 

[2] Weingart, O. Chem. Phys. 2008, 349, 348-355 

[3] Tuttle, T.; Thiel, W. Phys. Chem. Chem. Phys. 2008, 10, 2159-2166 

[4] Weingart, O. Curr. Org. Chem. 2017, 21, 586-601 

[5] Weingart, O.; Nenov, A.; Altoè, P.; Rivalta, I.; Segarra-Martí, J.; Dokukina, I.; Garavelli, 

      M.  J. Mol. Model. 2018, accepted for publication (DOI: 10.1007/s00894-018-3769-6) 
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Influence of bridge proton position on the interaction energy of homodimers of 
molecules with intramolecular hydrogen bonds 
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Our recent investigations of correlation between proton motions in two intramolecular 
hydrogen bridges of “zwitterionic proton sponge”, 1,8-bis(dimethylamino)-4,5-dihydroxy-
naphthalene, [1] have indicated rather moderate preference for the “trans” arrangement. That 
study, based on the Car-Parrinello molecular dynamics (CPMD) [2], revealed also very small 
influence of environment (gas phase vs. molecular crystal) and dispersion corrections. 
However, in many other cases the impact of the neighboring molecules is very strong and the 
proton position in the intramolecular hydrogen bridge differs strongly between the gas phase 
and solid state conditions. The current report shows how the change of the proton position in 
the bridge of one of the molecules changes the interaction strength between this molecule and 
its immediate neighbor. A simple reasoning to explain such change is based on the change of 
the molecular dipole moment when the bridge proton is displaced. Thus, the simple 
electrostatic dipole-dipole interaction is altered. 
The homodimers of selected molecules with intramolecular hydrogen bonds were prepared on 
the basis of their crystal structures, i.e. cut out of the crystal so that the stacking arrangement 
of the molecules was obtained. The distance between the molecular planes was kept frozen, 
but the rest of the structural parameters were allowed to be optimized during the scanning of 
the proton positions. The DFT approach with D3 dispersion corrections of Grimme was used, 
and the molecular orbitals were described with the help of the def2-TZVP basis set. The set of 
chosen molecules includes the aforementioned “zwitterionic proton sponge” [1], quinoline N-
oxide derivatives [3] and o-hydroxy Schiff base derivatives. These compounds were 
previously investigated by us using the CPMD approach and diverse cases of environmental 
impact on the intramolecular hydrogen bridge were registered. 
 
Acknowledgements: We gratefully acknowledge generous grants of computer time and the 
use of facilities of Wrocław Centre for Networking and Supercomputing (WCSS) and the 
Interdisciplinary Centre for Mathematical and Computational Modelling (ICM, University of 
Warsaw). 
 
 
       [1] Jezierska, A.; Panek, J. J. J. Chem. Inf. Model. 2015, 55, 1148. 
       [2] Car, R.; Parrinello, M. Phys. Rev. Lett. 1985, 55, 2471. 
       [3] Panek, J. J.; Błaziak, K.; Jezierska, A. Struct. Chem. 2016, 27, 65. 
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We present an efficient molecular fragmentation method for the accurate description of 

intramolecular interactions [1]. In this method, a molecule is represented by a sum of distinct 

bonded and non-bonded fragments. In order to reduce errors in the approach which stems e.g., 

from the missing intramolecular polarization interactions, an incremental correction scheme is 

applied by performing the fragmentation at various levels with varying fragment sizes. The 

non-bonded contributions are accounted for on an ab initio electron correlation level in our 

approach using either the supermolecular or intermolecular perturbation theory method. The 

latter approach allows to further decompose the intramolecular interaction energy into 

physically interpretable interactions. The application of the fragmentation method on 

sterically crowded hydrocarbons demonstrates the intricate balance of attractive and repulsive 

contributions of the intramolecular interaction that governs the stability of the molecules [2, 

3]. 

 

 

 

       [1] Meitei, O. R., Heßelmann, A. J. Chem. Phys. 2016, 144, 084109. 

       [2] Meitei, O. R., Heßelmann, A. Chem. Phys. Chem. 2016, 17, 3863. 

       [3] Meitei, O. R., Heßelmann, A. J. Comput. Chem. 2017, 38, 2500. 
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Wave Packet Dynamics of Indistinguishable Particles with Contracted Orbitals

Thomas Weike1, Uwe Manthe1
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Time dependent quantum dynamics of systems containing indistinguishable particles is an im-
portant topic in chemistry and condensed matter physics. Last year the multi layer multi configu-
ration time dependent Hartree method in optimized second quantisation (ML-MCTDH-oSQR),
combining the advantages of two former theories, was published[1]. It uses the tensor con-
traction scheme of the multi layer multi configuration time dependent Hartree method in sec-
ond quantisation developed by Wang and Thoss[2] as well as optimized orbitals like the multi
configuration time dependent Hartree method for fermions[3] and bosons[4]. With the ML-
MCTDH-oSQR method the time evolution of quantum states for indistinguishable particles can
be described. On the one hand a time dependent orbital basis is adapted to the dynamics of the
evolution of the quantum states. On the other hand the time dependent quantum states are repre-
sented in configuration space build up out of this optimized orbitals. A tensor contraction is used
to reduce the size of the configuration space. Note that both orbitals and states are optimized
simultaneously. It was already shown that the ML-MCTDH-oSQR method is an efficient way to
describe real time quantum dynamics of systems with non constant particle number. Now this
method is extended by an additional tensor contraction in the space of orbitals, such that one
can use bigger orbital basis sets. This improves the speed of calculations if one has more than
one spacial dimension as it is usually the case in chemistry. We will present some theoretical
insides and an small numerical example.

[1] Manthe, U.; Weike, T. J. Chem. Phys. 2017, 146, 064117.

[2] Wang, H.; Thoss, M. J. Chem. Phys. 2009, 131, 024114.

[3] Kato, T.; Kono, H. Chem. Phys. Lett. 2004, 392, 533–540.

[4] Streltsov, A. I.; Alon, O. E.; Cederbaum, L. S. Phys. Rev. Lett 2007, 99, 030402.
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Finding a Starting Guess for Transition Structure Optimisations: A Parallelised
Auto-Adjusting Reaction Path Optimiser

Florian Bauer1, Andreas Köhn1

1Institute for Theoretical Chemisty, University of Stuttgart, Pfaffenwaldring 55,
70569 Stuttgart, Germany

In order to get a sufficiently accurate guess for a transition structure (TS) the woelfling pro-
gram [1] as implemented in TURBOMOLE was modified. The woelfing program optimises
a reaction path (RP) between two intermediate structures to approximate the minimum energy
path (MEP) with a finite number of images. In contrast to the conventional nudged elastic band
(NEB) approach [2] there are no spring forces involved to enforce equal spacing between the
images. Instead a predefined distribution of the images in the cartesian space is directly used
as a constraint in the optimisation algorithm. A frequent problem of such algorithms can occur
when the RP contains a lot of structural rearrangement and therefore no image ends up being
sufficiently close to the desired TS. By simply utilising more images a better guess for the TS
can be obtained, hence the woelfling program was parallelised. This was an embarassingly eas-
ily parrellelisation problem, since the images can be calculated separately. Another approach
is to pick images in the region close to the intermediates as new start or end points as soon
as they become sufficiently converged with respect to the previous optimisation step. The ap-
proach seems practical since the convergence in this region is much faster than close to the TS.
Thereby one obtains a shortened section of the RP, naturally increasing the likelihood of the
images ending up close to the TS. This is somewhat similar to the climbing image NEB method
by Henkelman et al. [3], but instead of one image the path-limiting images climb up the RP.

Figure 1: Exemplary RP optimisation and climbing step of a ring opening reaction.

[1] Plessow, P. J. Chem. Theory Comput. 2013, 9, 1305-1310

[2] Jonsson, H. , Mills, G. , Jacobsen, K. W. Classical and Quantum Dynamics in Con-
densed Phase Simulations 1998, World Scientific, Singapore

[3] Henkelman, G. , Uberuga, B. P. , Jonsson, H. J. Chem. Phys. 2000, 113, 9901-9904

282



8.2. Poster Session B

P178

Embedding QM:QM Methods for Molecular Crystals 

 

Gyrgoriy A. Dolgonos1, Oleksandr A. Loboda1,2, and A. Daniel Boese1 

 
1
 Department of Chemistry, Physical and Theoretical Chemistry, University of Graz, 8010 

Graz, Austria 
2
 A.V. Dumansky Institute of Colloid and Water Chemistry, National Academy of Sciences of 

Ukraine, Vernadsky bld. 42, Kyiv-142, Ukraine 

 

In recent years, advances in method developments have been leading to increasingly accurate 

predictions of structures of molecular crystals. This has been highlighted by the impressive 

results in the prediction of crystal structures for organic molecules and, recently, also organic 

salts.[1] Much of this progress can be attributed to the increased application of density 

functional theory (DFT) including dispersion corrections (+D) using periodic boundary 

conditions. 

 

An alternative to such periodic DFT+D approaches within quantum mechanical methods is to 

embed one quantum mechanical in another quantum mechanical model within a many-body 

QM:QM scheme.[2-4] Here, we present calculations for the X23 benchmark set of molecular 

crystals[3], for which various DFT+D and semi-empirical approaches as well as QM:QM 

methods are tested. For the latter, we introduce a combination of PBE0:PBE+D3, 

PBE0:PBE+MBD, B3LYP:BLYP+D3[3], and BLYP:DFTB3+D3[4], yielding results which 

are extremely close to either the parent hybrid or the GGA functionals. 

  

[1] Reilly, A. M. et al., Acta Crystallographica B 2016, 72, 439. 

[2] Boese, A. D.; Sauer, J.; Crystal Growth & Design 2017, 17, 1636. 

[3] Loboda, O.A.; Dolgonos, G.A.; Boese, A.D.; submitted for publication. 

[4] Dolgonos, G.A.; Loboda, O.A.; Boese, A.D.; J. Phys. Chem. A 2018, 122, 708. 

[5] Reilly, A. M.; Tkatchenko, A.; J. Chem. Phys. 2013, 139, 024705. 
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Allosteric control of pH-sensitive Ca(II)-binding in langerin

Jan Joswig, Bettina Keller
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Berlin, Germany

The dendritic C-typ lectin receptor langerin plays an important part for the inert human immune
response. Due to a high specificity for mannose, it binds invading pathogens like HIV and releases
them after endocytosis for degradation (Fig. 1).[1] The protein relies on a calcium(II)-cofactor,
while its calcium-binding affinity is pH-dependent. The sidechain of a histidine (H294) was
already identified as partial pH-sensor which is particularly interesting, because this residue
has no direct contact to the calcium-binding site (Fig. 1).[2] The effect of the additional proton
therefore needs to be transported by some kind of allosteric mechanism.

Figure 1 Schematic illustration of langerins
function as dendritic receptor.

Figure 2 Structure of the langerin carbohy-
drate recognition domain.

Several microseconds of classical, atomistic molecular dynamics simulations of the holo- and the
apo-protein in different protonation states are currently analysed and compared. The data is used
for the construction of kinetic Markov state models to capture the conformational dynamics of
the systems and to identify metastable functional states.

[1] C. M. S. Ribeiro, R. Sarrami-Forooshani, L. C. Setiawan, E. M. Zijlstra-Willems, J. L.
van Ham- me, W. Tigchelaar, N. N. van der Wel, N. A. Kootstra, S. I. Gringhuis, T. B. H.
Geijtenbeek Nature 2016, 540, 448-452.

[2] J. Hanske, S. Aleksić, M. Ballaschk, M. Jurk, E. Shanina, M. Beerbaum, P. Schmieder, B. G.
Keller, C. Rademacher J. Am. Chem. Soc. 2016, 138, 12176–12186.
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Modelling environment effects on embedded chemical systems is important for understanding 
the underlying chemistry in many photochemical and photo-physical processes. There are 
many approaches to include solvent-solute interactions through both implicit and explicit 
solvent models. The EFP (Effective Fragment Potential) method, based on parameters derived 
from ab intio calculations is one promising approach for modelling the solvent effects on the 
embedded system [1]. In addition, ADC methods for the polarization propagator have already 
been established for studying excited states and their properties [2]. They are widely applied 
to a broad spectrum of molecular systems exploiting already existing solvent models.  
Present work focusses upon investigating the accuracy of EFP-ADC in simulating singlet and 
triplet excitation energies along with oscillator strengths for a set of molecules. Therefore, a 
benchmark has been carried out over test systems with a varied level of interaction strength 
keeping super-molecular ADC(n) as a reference against EFP-ADC(n) calculations. A total of 
80 singlet and triplet states are considered for the benchmark of EFP-ADC(2), and 55 singlet 
and triplet states are included for examining the accuracy of EFP-ADC(3). Overall, a mean 
signed error of -0.021 eV with a standard deviation of 0.049 eV has so far been observed for 
systems with one water molecule as solvent. The study is being extended to systems different 
solute-solvent interaction strengths and to with solvents with varied polarities such as 
acetonitrile, chloroform and methanol.  

 [1] Day P, Jensen J, Gordon M et al. J Chem Phys. 1996;105(5):1968-1986.  
 [2] Wormit M, Rehn D, Harbach P et al. Mol Phys. 2014;112(5-6):774-784.
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Exploring Proton Conduction Properties in Pure 1,2,3-Triazole Phases via AIMD
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1Institute of Chemistry/Theoretical Chemistry, Martin-Luther-Universität Halle-Wittenberg,
Von-Danckelmann-Platz 4, 06120 Halle, Germany

Over the last decades triazoles rised to a hot topic in science. This is mainly due to the use
within the concept of click chemistry[1, 2] and their proton conducting properties[3]. For the
second unfortunately not much is known on a molecular scale. Therefore we set up 4 AIMD
simulations of pure triazoles at four temperatures (liquid and solid phases) for an insight into
the Ångström scale. As the results of this study not only the experimental data for the mobility
of protons in pure triazoles were reproduced[4] even a suggestion of a possible mechanism in
solid phase was made. Structure (see Fig.1) and dynamics of the simulated systems give raise
to extract properties for mixed or triazole embedded systems[3] to tune those as desired.

Figure 1: A selected part of the orthorhombic system
(280 K). On the left side the front view of the pro-
ton conducting wire and on the right side the wire
from above is shown. In red and blue nitrogen
atoms of the corresponding tautomer are shown.

[1] H. C. Kolb, M. G. Finn, K. B. Sharpless, Angew. Chem. Int. Edit. 2001, 40, 2004–2021.

[2] B. Schulze, U. S. Schubert, Chem. Soc. Rev. 2014, 43, 2522–2571.

[3] C. Nagamani, C. Versek, M. Thorn, M. T. Tuominen, S. Thayumanavan, J. Polym. Sci.
Pol. Chem. 2010, 48, 1851–1858.

[4] M. Pulst, J. Balko, Y. Golitsyn, D. Reichert, K. Busse, J. Kreßler, Phys. Chem. Chem.
Phys. 2016, 18, 6153–6163.
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